# Computer Algebra 

Symbols as well as numbers can be manipulated by a computer. New, general-purpose algorithms can undertake a wide variety of routine mathematical work and solve intractable problems

by Richard Pavelle, Michael Rothstein and John Fitch

Of all the tasks to which the computer can be applied none is more daunting than the manipulation of complex mathematical expressions. For numerical calculations the digital computer is now thoroughly established as a device that can greatly ease the human burden of work. It is less generally appreciated that there are computer programs equally well adapted to the manipulation of algebraic expressions. In other words, the computer can work not only with numbers themselves but also with more abstract symbols that represent numerical quantities.

Perhaps one reason the algebraic capabilities of the computer have not been fully exploited is that computer programming itself is much like algebra in character. It might therefore seem there is a natural division of labor: the programmer manipulates algebraic symbols, whereas the computer is confined to arithmetic calculations, or "number crunching." Yet the dichotomy between the programmer and the computer was recognized to be a false one as early as 1844 by Augusta Ada Byron, Countess of Lovelace, the daughter of Lord Byron and possibly the first computer programmer. Lady Lovelace was a benefactor of Charles Babbage's and devised some of the programs for the early mechanical computer that Babbage called the difference engine. She pointed out that the computer could "arrange and combine its numerical quantities exactly as if they were letters or any other general symbols; and in fact it might bring out its results in algebraic notation, were provisions made accordingly." Similarly, the modern digital computer is a general-purpose machine that can carry out any algorithm, or precisely specified procedure. The algorithms of algebra can be executed by a computer as readily as those of arithmetic.

In 1973 one of us (Pavelle) undertook an algebraic calculation pertaining to the general theory of relativity; the calculation required three months of work with pencil and paper. The following year a more formidable problem arose in an attempt to define the mathematical
properties that might distinguish general relativity from various other theories of gravitation. Instead of attempting another calculation by hand, Pavelle decided to construct a computer program for manipulating mathematical expressions of the kind that commonly appear in gravitational theories. The program was then written in the computer language of a powerful system of algebraic programs called macsyma, then under development at the Massachusetts Institute of Technology. Once Pavelle's program was installed in macsyma, the 1973 problem was solved as a test; the computer confirmed the results of the three-month calculation in two minutes. The experience is not unusual among users of computer-algebra systems.

In order to understand the need for automatic systems of algebraic manipulation it must be appreciated that many concepts in science are embodied in mathematical statements where there is little point to numerical evaluation. Consider the simple expression $3 \pi^{2} / \pi$. As any student of algebra knows, the fraction can be reduced by canceling $\pi$ from both the numerator and the denominator to obtain the simplified form $3 \pi$. The numerical value of $3 \pi$ may be of interest, but it may also be sufficient, and perhaps of greater utility, to leave the expression in the symbolic, nonnumerical form. With a computer programmed to do only arithmetic, the expression $3 \pi^{2} / \pi$ must be evaluated; when the calculation is done with a precision of 10 significant figures, the value obtained is 9.424777958 . The number, besides being a rather uninformative string of digits, is not the same as the number obtained from the numerical evaluation (to 10 significant figures) of $3 \pi$. The latter number is 9.424777962 ; the discrepancy in the last two decimal places results from round-off errors introduced by the computer. The equivalence of $3 \pi^{2} / \pi$ and $3 \pi$ would probably not be recognized by a computer programmed in this way.

The example illustrates three advantages that algebraic programs have over
purely numerical ones. First, it is frequently more economical of computer time to simplify an expression algebraically before evaluating it numerically. Although in this example the saving in computer time is trivial, there are many complicated problems in which the economy that results from algebraic simplification is significant. Second, unlike the numerical approximations generated by a computer, algebraic answers are exact. Approximations necessarily introduce errors; if there are many successive numerical operations, the errors can accumulate and make nonsense of the final result. Only if a careful error analysis is undertaken can the final answer be stated with confidence, and such error analysis is one of the most complex problems faced in many fields.

The third and perhaps the most important advantage is that the goals of scientific investigation are often better served by a result in algebraic form. As Richard W. Hamming of Bell Laboratories has written, "the purpose of computing is insight, not numbers." Insight is sometimes obtained by evaluating a mathematical expression, but in many cases the relations of the quantities are made clearer by algebraic means.

In the study of a chemical process, for example, it is possible to express algebraically the relation between the stability of the process and the relative quantities of the substances present. From such a relation one can predict quite accurately whether a small change in one quantity will cause a violent reaction or a controlled one. Similarly, in the theory of stellar evolution one can examine algebraically how a number of variables determine whether a star will become a neutron star or a black hole, or how the variables interact to predict the existence of a new object.

There is a fourth advantage of the automatic systems we shall call computeralgebra systems, which is brought out by considering some pragmatic aspects of the accumulation of scientific knowledge. A scientific theory is often stated in a concise and quite general mathematical expression that suggests the
form the theory will take under certain assumptions. For example, a portion of the general theory of relativity, known as the Einstein field equations, can be written down in one line, given certain widely accepted notational conventions. To explore the physical implications of the theory is to explore the mathematical implications of the field equations, but with some exceptions the exploration requires algebraic operations that are intractable if they are done by hand. Even under assumptions that simplify the problem enormously, the algebra is so taxing that few investigators will risk their health, happiness and professional well-being attempting a solution.
The results of such work, even if they are admitted to the main body of scientific knowledge, stand as isolated intellectual outposts, untested by other workers and accepted primarily on the reputation of the investigator rather than on any promise of future critical examination. Such a regrettable state of affairs can prevail in any scientific field at what might be called the frontiers of intractability. For many fields computer algebra has now significantly expanded the frontiers.

In celestial mechanics there is a distinguished tradition of long algebraic calculations. In 1847 the French astronomer Charles Delaunay began to calculate the position of the moon as a function of time. In a sense the calculation is a straightforward application of Newton's theory of universal gravitation. In Newton's theory the orbit of a point mass around a spherical mass of uniform density is an ellipse, but the characteristics of the earth-moon system make the moon's orbit a curve considerably more complex than an ellipse. The plane of the moon's orbit around the earth is inclined at a small angle to the plane of the earth's orbit around the sun, and the angle varies under the perturbing influence of the sun's gravitational field. The sun also causes the lunar perigee (the point in the moon's orbit where it is closest to the earth) to precess slowly with respect to the stars.

Because of such complications the position of the moon has often been determined not from some function of time, as Delaunay set out to do, but by numerical extrapolation from a previous lunar position. Over short periods the errors accumulated in the extrapolation are small, and a correction can be made by again determining the position of the moon by observation. Calculating fast enough to keep up with the progress of the moon is fairly difficult even for the fastest computers, and the required observations are both time-consuming and costly. Delaunay's calculation avoided these difficulties, but it had one serious shortcoming: it demanded 20 years of his life to carry out and check.

The results of Delaunay's work were
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COMPUTER ALGORITHM for simplifying an algebraic expression by combining like terms closely resembles the standard manual method of simplification. For the computer each step of the procedure must be precisely specified. In the upper diagram the effect of each step on a simple algebraic expression is illustrated. In the lower diagram the application of the algorithm to the more complicated expression shown in color is illustrated by a flow chart. The colored letters that label the arrows in the flow chart correspond to the elementary operations in the upper diagram. The simplified form of the expression generated by the algorithm is given in color at the bottom. Simplification is one of the tasks that must be done by any set of computer programs intended to solve mathematical problems expressed in symbols rather than numerical quantities. Although the simplification algorithm usually yields a useful and manageable algebraic expression, no single algorithm can reduce every expression to its simplest form.

(C2) FACTOR (D1);
Time $=130855 \mathrm{msec}$.

| (D2) | 14096 | $Y^{10}$ | + | 8192 | $y^{9}$ | - | 3008 | $Y^{8}$ | - | 30848 | $Y^{7}$ | + | 21056 | $\mathrm{y}^{6}$ | + | 146496 | $\mathrm{Y}^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| - | 221360 | $Y^{4}$ | + | 1232 | $y^{3}$ | + | 144464 | $y^{2}$ | - | 78488 | Y | + | 11993) |  |  |  |  |
|  | *(4096 | $Y^{10}$ | + | 8192 | $Y^{9}$ | + | 1600 | $\mathrm{Y}^{8}$ | - | 20608 | $Y^{7}$ | + | 20032 | $Y^{6}$ | + | 87360 | $Y^{5}$ |
| - | 105904 | $Y^{4}$ | + | 18544 | $Y^{3}$ | + | 11888 | $y^{2}$ | - | 3416 | $Y$ | + | 41) |  |  |  |  |
|  | *(8192 | $Y^{10}$ | + | 12288 | $Y^{9}$ | + | 66560 | $y^{8}$ | - | 22528 | $\mathrm{y}^{7}$ | - | 138240 | $Y^{6}$ | $+5$ | 572928 | $Y^{5}$ |
|  | - 98496 | $Y^{4}$ | - | 356032 | $Y^{3}$ | + | 113032 | $\mathrm{y}^{2}$ | + | 23420 | $Y$ | - | 8179) |  |  |  |  |
|  | *(8192 | $\mathrm{Y}^{10}$ | + | 20480 | $\mathrm{X}^{9}$ | + | 58368 | $y^{8}$ | - | 161792 | $\mathrm{y}^{7}$ | + | 198656 | $\mathrm{y}^{6}$ | + 1 | 199680 | $Y^{5}$ |
|  | 414848 | $\mathrm{Y}^{4}$ | - | 4160 | $Y^{3}$ | + | 171816 | $Y^{2}$ | - | 48556 | Y | + | 469) |  |  |  |  |

COMPUTER-ALGEBRA SYSTEM called MACSYMA, developed at the Massachusetts Institute of Technology, is a general-purpose set of programs that can solve problems in algebra far beyond the abilities of most mathematicians. The system communicates with the user in a conversational style. After logging in to the system the user types the algebraic expression to be manipulated on the $C$ line, or command line, in a computer language that resembles algol or FORTRAN. The system responds on the $D$ line with a rewritten version of the expression that is closer to the way it would appear on a printed page. The user then types a second command, and the computer carries out the indicated operation. In the first two examples the computer finds an expression for the sum of the first $\boldsymbol{n}$ terms of a series, where each term has the form of the expression next to the letter $\Sigma$. ( $\Sigma k^{2}$ is a way of writing $1^{2}+2^{2}+3^{2}+\ldots+n^{2}$.) In the next two examples the computer expands a binomial expression and solves a nonnumerical cubic equation exactly. The upward-pointing arrows indicate exponentiation and the asterisks indicate multiplication. The final example illustrates some of the computational power of the system. The maximum area of a hexagon inscribed in a circle with a diameter of 1 is one of the roots of the enormous 40th-degree polynomial shown. Manual methods of finding roots are unable to cope with a polynomial of this size; it is easier to factor the polynomial and find the roots of the factors. The computer-algebra system gives the most complete factorization whose terms have integral coefficients. A computer can solve the problem in about two minutes.
published in two volumes in 1867, and they remained unchallenged for more than 100 years. During World War II there was interest in expressing the coordinates of fixed stars as a function of time in order to help in determining the positions of German U-boats, but there was no further work on the orbit of the moon or of other bodies in the solar system. With the advent of artificial earth satellites, however, Delaunay's method for determining orbits became economically attractive.
In order to devise algebraic expressions for satellite orbits, André Deprit, Jacques Henrard and Arnold Rom, who were then at the Boeing Scientific Research Laboratories in Seattle, began to investigate algorithms for doing the Delaunay calculation with a computer. In 1970 they made the calculation in about 20 hours of computer time. Remarkably, they found only three errors in Delaunay's work, all in terms of small value; moreover, two of the errors were mere consequences of the third one. Computer-algebra systems have since been developed that extend Delaunay's method by taking into account the effects of atmospheric drag and the nonspherical shape of the earth on a satellite in a low-altitude orbit. The algorithms are now sometimes employed in satellite tracking.

Considering the human life span, a reduction in the time needed for an operation from 20 years to 20 hours is a qualitative gain. Problems as complex as De launay's problem can become the focus of research for an investigator who has far less patience than Delaunay had. Moreover, the investigator can spend a much greater proportion of his time weighing the significance of his algebraic results. He can experiment with elaborate calculations without betting his career on the correctness and the utility of the answer. Perhaps the most telling indication that computer algebra has shifted the frontier of intractability in celestial mechanics is that Delaunay's huge calculation has been undertaken as a test of new computer-algebra systems.

How can a computer be programmed to carry out algebraic manipulations? Many of the algorithms employed in computer algebra began as the basic procedures devised by earlier generations of mathematicians that are now taught to algebra students in high school and college. For example, the methods for solving equations in which a single unknown quantity is raised to the first or the second power have been known since the time of Hammurabi, about 1750 b.c. Unlike the student who may develop an intuitive but vague sense of how to proceed through such a solution, however, the computer must follow a rigorous procedure that specifies at every point what the computer is to do.

Consider how a student with a mod-


APPLICATION OF COMPUTER ALGEBRA to a numerical calculation can save computer-processing time by simplifying an algebraic expression before it is evaluated numerically. To find the sum of the first $\mathbf{1 0 0}$ integers a numerical calculation requires 99 separate additions. A simpler algorithm employed by the computer-algebra program solves the problem by taking advantage of a general mathematical result showing that the sum of the first $n$ integers is a quadratic, or second-degree, polynomial function of $n$. Similarly, the algorithm would find the sum of the squares of the first $n$ integers by constructing a third-degree polynomial function of $n$. Although the
algorithm is effective, it is not necessarily the fastest way to solve the problem or the one that leads to the clearest understanding of it. According to legend, the German mathematician Carl Friedrich Gauss noticed at the age of seven that the integers from 1 to 100 can be grouped in pairs so that all the pairs add to the same number, namely 101. The sum of the first 100 integers is therefore equal to 101 multiplied by 50, which is the number of pairs. Computer-algebra systems usually cannot recognize such patterns; on the other hand, Gauss's method cannot be applied to finding the sums of squares, cubes or higher powers of integers, as the computer-algebra algorithm can.

# A CAR FOR THE LEFT SIDE OF YOUR BRAIN. 

The left side of your brain, recent investigations tell us, is the logical side.

It figures out that $1+1=2$. And, in a few cases, that $\mathrm{E}=\mathrm{mc}^{2}$.

On a more mundane level, it chooses the socks you wear, the cereal you eat, and the car you drive. All by means of rigorous Aristotelian logic.

However, and a big however it is, for real satisfaction, you must achieve harmony with the other side of your brain.

The right side, the poetic side, that says, "Yeah, Car X has a reputation for lasting a long time but it's so dull, who'd want to drive it that long anyway?"

## The Saab Turbo looked at from all sides.

To the left side of your brain, Saab turbocharging is a technological feat that retains good gas mileage while also increasing performance.

To the right side of your brain, Saab turbocharging is what makes a Saab go like a bat out of hell.

The left side sees the safety in high performance. (Passing on a two-lane highway. Entering a freeway in the midst of high-speed traffic.)

The right side lives only for the thrills.

The left side considers that Road \& Track magazine just named Saab "The Sports Sedan for the Eighties." By unanimous choice of its editors.

The right side eschews informed endorsements by editors who have spent a lifetime comparing cars. The right side doesn't know much about cars, but knows what it likes.

The left side scans this chart.

| Wheelbase............. . 99.1 inches |
| :---: |
| Length. . . . . . . . . . . . . . . 187.6 inches |
| Width . ............... . 66.5 inches |
| Height................ . 55.9 inches |
| Fuel-tank capacity. . . . . . 16.6 gallons |
| EPA City. . . . . . . . . . . 19 mpg* |
| EPA Highway. . . . . . . . . 31 mpg * |

The right side looks at the picture on the opposite page.

The left side compares a Saab's comfort with that of a Mercedes. Its performance with that of a BMW. Its braking with that of an Audi.

The right side looks at the picture.

The left side looks ahead to the winter when a Saab's front-wheel drive will keep a Saab in front of traffic.

The right side looks at the picture.

The left side also considers the other seasons of the year when a Saab's frontwheel drive gives it the cornering ability of a sports car.

The right side looks again at the picture.

## Getting what you need vs. getting what you want.

Needs are boring; desires are what make life worth living.

The left side of your brain is your mother telling you that a Saab is good for you. "Eat your vegetables." (In today's world, you need a car engineered like a Saab.) "Put on your raincoat." (The Saab is economical. Look at the price-value relationship.) "Do your homework." (The passive safety of the construction. The active safety of the handling.)

| 1982 SAAB PRICE** LIST |  |  |
| :---: | :---: | :---: |
| 900 3-Door | 5-Speed | \$10,400 |
|  | Automatic | 10,750 |
| 900 4-Door | 5-Speed | \$10,700 |
|  | Automatic | 11,050 |
| 900S 3-Door | 5-Speed | \$12,100 |
|  | Automatic | 12,450 |
| 900S 4-Door | 5-Speed | \$12,700 |
|  | Automatic | 13,050 |
| 900 Turbo 3-Door | 5-Speed | \$15,600 |
|  | Automatic | 15,950 |
| 900 Turbo 4-Door | 5-Speed | \$16,260 |
|  | Automatic | 16,610 |

All turbo models include a Sony XR70, 4-SpeakerStereo Sound System as standard equipment. The stereo can be, of course, perfectly balanced: left and right.

The right side of your brain guides your foot to the clutch, your hand to the gears, and listens for the "zzzooommm."

Together, they see the 1982 Saab Turbo as the responsible car the times demand you get. And the performance car you've always, deep down, wanted with half your mind.
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## A CAR FOR THE RIGHT SIDE OF YOUR BRAIN.



The most intelligent car ever built.

erate facility for simple algebra might solve the equation $3 x-1=2(x+5)$. First he would "clear parentheses" by multiplying both terms within the parentheses, $x$ and 5, by 2 , obtaining $3 x-1=2 x+10$. He would then transfer the term $2 x$ to the left side of the equation and the term -1 to the right, changing signs as he goes and adding or subtracting terms as necessary. Thus in a single additional step he would obtain the answer $x=11$.

In a computer-algebra program the steps to the solution of the problem have to be specified in somewhat tedious detail, and the shortcuts that might be recognized by a student during work on a particular problem must be spelled out. The first step in solving the equation in our example would probably not differ in the program from the student's method: the program would clear parentheses and obtain the expression $3 x-1=2 x+10$. In order to reach the last line, however, the program would have to transfer the terms of the equation one by one to a convenient side of the equal sign. One way to do this would be to program the computer to add an expression called the additive inverse to all the numerical constants appearing on the left side of the equal sign and to all terms that include variables appearing on the right side of the equal sign. Since -1 is the only constant to appear on the left of the equal sign, the computer would add its additive inverse, +1 , to both sides of the equation, obtaining $3 x-1+1=2 x+10+1$. The program would then rearrange the terms, if necessary, and add or subtract where possible, obtaining $3 x=2 x+11$.

Next, the program would search the expressions on the right of the equal sign for terms including variables and find the additive inverse of the first such term it encountered. In the example the computer would construct the additive inverse of $2 x$ (namely $-2 x$ ) and add it to both sides of the equation, thereby obtaining $3 x-2 x=2 x+11-2 x$. Once again the terms would be rearranged so that like terms could be combined: $3 x-2 x=2 x-2 x+11$. Finally, the program would combine the terms having the same variable names and stop when a single variable appeared on the left side of the equation and a numerical constant appeared on the right: $x=11$. Such an algorithm is neither the simplest nor the most efficient method one can devise for programming a computer to solve equations that have one unknown quantity, but it is not sufficiently complex either. There are many possibilities, such as the appearance of the expression $2 x=22$ at some step in the solution of the problem, that the algorithm as we have described it is not equipped to deal with.
In developing an algorithm for computer algebra it is not necessary to fol-
low the procedure that is most efficient in manual calculation. Delaunay proved several theorems that he then employed to simplify intermediate calculations. Although the theorems could be incorporated into a program, the effort necessary to express them in algorithmic form encouraged Deprit and his colleagues to search for a method more compatible with mechanized execution. The one they invented requires transformations that would have exceeded the abilities even of Delaunay, but the algorithm is easy to program and can be executed quickly with a computer. The development of new algorithms is one of the most active areas of investigation in computer algebra; it is largely because of such work that computer-algebra systems have been improved significantly in the past few years.

$\mathrm{I}^{\mathrm{n}}$n order to represent an algebraic expression in a computer program, most systems store the minimum information needed to specify the expression uniquely. Current representational schemes employ one of two basic approaches or a combination of the two. In one approach an expression is represented as an inverted treelike structure in which the leaves are the operands. For example, suppose one wished to represent the expression $2(x+4)$ in a computer. The leaves of the tree would be the terms 2, $x$ and 4 , although they would appear at different levels. Both the $x$ and the 4 would be connected by upward-moving branches to a plus sign. The symbol 2, however, would not be linked to the plus sign. Instead branches from the 2 and from the plus sign would


SIMPLIFICATION of an expression presents a problem of choice for a computer-algebra system: given several equivalent forms of an expression, such as those in the upper part of the illustration, which is to be considered the simplest? Many systems now being designed leave the choice partly to the person working with the system. The complex expression in the lower part of the illustration is equal to zero for all values of $\boldsymbol{x}$ for which the tangents are positive real numbers. The expression does not vanish for all values of $x$, however. If a computer-algebra system were to substitute zero for the expression, the relation of the final answer to the original problem could become quite obscure. The expressions $\ln , \tan$ and $\sinh ^{-1}$ are the standard notations respectively for the natural logarithm, the tangent and the inverse hyperbolic sine.
meet at the top, or root, of the tree, which would be labeled with a multiplication sign. The representation makes more efficient the search for subordinate expressions of predetermined form.

In the second scheme "slots" are assigned in some definite order to represent the information carried by an expression. To represent a polynomial in one variable, for instance, one slot is assigned to the name of the variable, the next slot to the degree of the polynomial (the largest power of the variable that appears in the polynomial) and the fol-


REPRESENTING AN ALGEBRAIC FUNCTION in a computer may require several strategies. The inverted tree diagram (a) is a simple and convenient means of representing the sequence of operations that apply to the variables and constants in an expression. A polynomial function of one variable can be represented by a sequence (b) that consists of the name of the variable, the degree of the polynomial (equal to the largest power of the variable that appears in the polynomial) and the numerical values of the coefficients of descending powers of the variable. To represent a polynomial function of two variables ( $c$ ) a generalization of the polynomial representation for one variable can be employed. Here the horizontal group of slots represents a third-degree polynomial function of the variable $x$, whereas the vertical groups of slots represent polynomial functions of the variable $y$. The three polynomials in $y$ are understood to be coefficients, or multipliers, of the terms of the polynomial in $\boldsymbol{x}$ that correspond to the three slots left blank. Hence the coefficient of the term $x^{2}$ is $3 y^{2}+2 y$, the coefficient of the term $x$ is $11 y+2$ and the coefficient of the constant term of the polynomial in $x$ is $-y-1$.

## QUESTAR ${ }^{\text {Q }} 12$ on the

The Questar 12, latest addition to the Questar family of fine optical instruments, now has its own Questar-designed mount. A German equatorial type, it is notable for its $360^{\circ}$ continuous tracking in R.A. with precision tracking to better than 4 arc seconds. The Questar Mount is designed with over-sized components so that it can accommodate any Questar up to 18 inches. The standard mount shown is straightforward in design but can be modified so as to be compatible with more sophisticated tracking devices or other special equipment.

The Questar 12 is a superb instrument for the serious astronomer, for the university astronomy department or the engineer seeking sophisticated tracking and surveillance equipment for which Questar Corporation has a noted reputation.

Questar Corporation Box C, Dept. 20, New Hope, Pa. 18938 (215) 862-5277

lowing slots to the coefficients of descending powers of the variable. The set of information slots can be made a part of a tree-structure representation when more complicated expressions must be stored.

$\mathrm{A}^{\text {lt }}$though every representation in a computer must be unambiguous, any given algebraic expression can be represented in a variety of equivalent ways. One might want to construct an algorithm that would always represent an expression in the simplest form possible; in such an algorithm, for instance, $x+x+x$ might always be represented as $3 x$. People disagree, however, over what constitutes the simplest form of an expression. Stylistic preferences differ in much the same way as political ideologies do: programs designed by conservatives make no transformations on an expression unless they are specifically instructed by the user to do so, whereas programs designed by radicals always change the user's expression to their own preferred form. Many people like to retain some control over the simplification of an expression because the utility of a particular form may depend on the circumstances in which it is encountered. In any event, even if people could agree on what is the simplest form of every expression, it is known that the construction of a general algorithm for simplification is impossible.

Computer-algebra systems can simplify expressions that are exceedingly large and complex. Such expressions may incorporate not only the elementary polynomial, trigonometric and logarithmic functions but also the more complex functions that can arise in scientific work. The user of a computer-algebra system can also define his own functions, specify their properties and


FLOW CHART diagrams the operation of the Euclidean algorithm, a rigorous procedure for determining the greatest common divisor (GCD) of two integers. (The greatest
supply the rules of simplification appropriate to them; indeed, the computer can sometimes be employed to find such rules. In most cases little is known in advance about how an expression will simplify. The most practical method is to retrieve from the computer's memory all the kinds of algebraic expression the program can already simplify, supply whatever additional algebraic identities the programmer can think of and allow the computer to proceed on its own. The method works surprisingly well: it can often simplify as effectively as an expert mathematician.

Because of the need in algebraic calculations for exact rather than approximate answers, a computer-algebra system must be able to manipulate huge numbers with unlimited precision. In most computers numbers are ordinarily represented with a fixed number of significant digits, although the precision of the arithmetic operations can sometimes be doubled or even increased severalfold. For the purposes of computer algebra, however, no limits on precision can be set in advance.

Consider one algorithm that can be employed to simplify a rational polynomial expression (one in which one polynomial is divided by another). The algorithm is a generalization and modification of a method called the Euclidean algorithm for determining the greatest common divisor (GCD) of two numbers, which has been known for 2,200 years. The GCD of two numbers, such as 6 and 8 , is found by a fixed sequence of repeated divisions; once the GCD is found, a fraction can be reduced to its lowest terms by dividing both the numerator and the denominator by the GCD. For the fraction $6 / 8$ the GCD is 2 and the reduced form is $3 / 4$.

When the Euclidean algorithm is ap-
plied to a polynomial, however, the quotients and remainders in the repeated divisions can rapidly develop terms in which the fractional coefficients are ratios of enormous numbers. To avoid computing with enormous numbers, certain techniques have been devised for reducing the size of the numbers carried along in the computation. For example, a constant numerical factor can be eliminated from a polynomial in the Euclidean algorithm. Rounding any of the coefficients before the calculation is complete, however, would make nonsense of the final answer.

One of the most important algorithms developed in the past 15 years for computer-algebra systems is an algorithm that can solve problems in indefinite integration. Integration is a basic method of calculus, first invented independently by Newton and Leibniz, whereby an unlimited number of arbitrarily small quantities can be combined to yield some specific quantity. In what is called indefinite integration, the method is generalized: the outcome of the integration is expressed as a function of at least one variable instead of as some definite quantity. Such problems are encountered often in the physical and biological sciences, but their difficulty has bedeviled mathematicians for hundreds of years. It was once thought that no general algorithm for the solution of such problems could be constructed; the standard approach to their solution calls both for guesswork and for consulting published tables of integrals.

The algorithm that was successfully constructed for indefinite integration is similar to an algorithm subsequently developed to determine an algebraic expression for a finite sum of expressions that all have the same form [see illustra-
tion on page 139]. If an integral can be solved at all in closed form (rather than as the sum of an infinite series of terms), it is possible to predict the general algebraic form of the solution and then work backward by differentiation (the reverse of integration) to determine the exact formula. The algorithm has been incorporated into several computer-algebra systems. A numerical computer study of eight widely employed tables of indefinite integrals discovered that about 10 percent of the formulas are in error; one of the tables was found to have an error rate of 25 percent.
The funds spent on the development of computer-algebra systems probably do not exceed $\$ 3$ million per year in the U.S. Nevertheless, the systems already exhibit great sophistication and diversity of design. There are about 60 such systems today, and they can be classified into three main groups that reflect their historical development. The systems in the first group are the descendants of the earliest attempts to write programs in computer algebra; they were designed to solve specific problems in fields such as mathematical physics and theoretical chemistry. Because a special-purpose program can be finely tuned for the kind of input expected, it can operate at great speed. Currently such programs exist for solving problems in quantum electrodynamics (ASHMEDAI), lunar theory and general relativity (CAMAL), high-energy physics (sChoonschip), indicial tensor manipulation (SHEEP) and celestial mechanics (TRIGMAN) and for solving equations limited to polynomials and rational functions (altran). There is even a special-purpose program called aldesSAC/2 that can assist in developing new computer-algebra programs.
The systems in the second major

common divisor is the largest integer that will divide both given integers without leaving a remainder.) The algorithm was discovered at least 2,200 years ago; except for the four elementary operations of arithmetic it is the oldest algorithm known. Colored arrows in the
flow chart indicate the transitional states of the algorithm for the numerical example in the lower part of the diagram. The Euclidean algorithm is not limited to integers; a slightly modified procedure can determine the greatest common divisor of two polynomials.
group are the general-purpose ones, which provide the investigator with as many mathematical capabilities as possible. Such systems can carry out the four basic arithmetic operations, perform definite and indefinite integration and solve equations, including ordinary differential equations that express algebraically how the change in one variable
depends on changes in other variables. The programs can also solve systems of linear or nonlinear algebraic equations, differentiate, simplify, factor, compute with finite or infinite sums of expressions called Taylor series and perform all the functions of the special-purpose systems, although not with as much speed and power. The four best-known


EUCLIDEAN ALGORITHM applied to polynomials determines their greatest common divisor by repeated divisions, in the same way as it determines the greatest common divisor of two integers. The algorithm can give rise to huge intermediate numerical results that cannot be rounded off. For this reason the arithmetic operations in a computer-algebra system must have unlimited precision. Ordinarily a number stored in a computer is allotted a fixed amount of space in the computer memory, but in a computer-algebra system no fixed allocation can be made. Mathematicians who study the properties of large numbers have been attracted to this feature of computer-algebra systems. Colored arrows and the statements printed in color correspond to the steps of the algorithm diagrammed in the illustration on pages 144 and 145.
general-purpose systems are maCSYMA; reduce, a system developed at Stanford University, the University of Utah and the Rand Corporation; SCRATCHPAD, developed by the International Business Machines Corporation, and SMP, developed at the California Institute of Technology. They represent the most advanced achievements in computer algebra so far.

Computer-algebra systems designed to operate with microcomputers have now begun to appear. They are slower and less comprehensive than the general systems designed for large computers, but they can still perform far more complex calculations more accurately than many mathematicians can. The most sophisticated and widely available such system is called mumath; it was developed at the Soft Warehouse in Honolulu. Mumath provides some of the capabilities of the general systems, although the size, memory and speed of the microcomputer do not allow mumath to attack very complex problems. Nevertheless, such systems (or their more powerful descendants) may find their way into personal microcomputers and perhaps even notebook-size calculators before the end of the decade.

Computer-algebra systems tend increasingly to be written in simple, high-level programming languages that resemble ordinary mathematical expressions. The systems are also generally designed to interact with the programmer in a conversational manner. The beginner can often learn in a few minutes to solve many kinds of nontrivial problem beyond his power to solve by hand. With most general systems the user types in a command in a language similar to the computer languages algol or fortran. If the command includes fractions, exponents or other symbols that do not normally appear on the same line in print, the computer replies with a rewritten version of the expression that displays it in more natural form. The user can then specify certain operations to be carried out on the expression, such as adding it to itself, raising it to a power, differentiating it or integrating it. The computer executes the operation, simplifies the resulting expression and prints it or displays it on a video terminal. If the operation depends on, say, whether the positive or the negative square root of an expression is to be extracted, the computer queries the user before the calculation is finished.

Computer algebra has been applied in a variety of disciplines, including acoustics, algebraic geometry, economics, fluid mechanics, structural mechanics and number theory, and in the design of propellers, ship hulls, helicopter blades, electron microscopes and large-scale integrated circuits. We shall describe three additional applications in which com-


## Olympus OM-1. Every inch a classic. Inside and out.

You are looking at the most revolutionary SLR of all time. The camera more than a million photographers have made into a modern classic. The original SLR compact, proven and perfected like no other. Elegant. Smooth. Precise. Enduring. That's the Olympus OM-1. A classic.

A classic in control. Its ultra-precise manual meter lets you control exposures with fingertip ease, always. Its finder is free of the clutter so common in conventional cameras-and far larger and brighter as well, thanks
to its precious silver coating, multicoated mirror, and superb Olympus optics.

A classic in ruggedness. Not for OM-1 are the plastic panels of ordinary SLR's. Here, you'll find a solid, all-metal body. Metal gears born of aerospace technology. Chromedsteel lensmount that defies wobble and wear. And more than a score of vibration-taming shock absorbers. So OM-1 works flawlessly under temperatures and conditions so extreme, others won't work.

A classic in capabilities. The world's first compact 5 shots-per-second motor drive, and the world's most ingenious automatic flash units. Dozens of matchless Olympus lenses, more than 300 matched accessories in all. All fully compatible with every OM-1 ever made. From the largest compact system anywhere.

See OM-1 at your Olympus dealer. Alone in its class, because it's a classic. For information, write Olympus, Woodbury, NY 11797. In Canada: W. Carsen Co. Ltd., Toronto.
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## "Were taking great color hhotos of Oklahoma16,000 feet down".



C.J. Waidelich, President and Chief Executive Officer, Cities Service Company, Tulsa, Oklahoma

A major breakthrough in seismology is increasing our success ratio in finding new energy reserves.

Mapping underground terrain-like we're doing here in Oklahoma-is nothing new. But Cities Service geophysicists are taking basic seismic data and adding a significant twist-the ability to isolate and recognize geophysical findings and attributes through a unique color process.

We call this development Cit-Chrome.* Now when we look at seismic sections, we're able to see things we might have missed before.

Color seismic is helping us do a better job of finding new deposits-before a wildcat is even drilled. So when we do drill, our ratio of successful wells goes up.

This is just one of many advanced technological tools Cities Service is using We're also using computers that process seismic data so that the subsurface can be visualized in three dimension, and satellite telemetry photos to help pinpoint untapped energy resources.
Cities Service geophysical information from all over the world is fed into our Technology Center in Tulsa for in-depth analysis. It's the newest, and one of the most advanced centers of its kind. This multimillion dollar complex symbolizes the commitment we've made to change America's energy future for the better.

## CITIES SERVICE COMPANY

On top of the problem, part of the solution.


## Everything about David Plastow represents his company's philosophy.Which is why he wears a Rolex.

David Plastow is the custodian of a long and famous engineering tradition.

He is the Chief Executive of Rolls-Royce Motors, and indeed, his manner and personal appearance exactly reflect the ethos of that company. That of the skilled engineer.

Plastow takes a personal interest in any modification, however small.
"All our developments at Rolls-Royce are always evolutionary rather than revolutionary," he says.
"We are a highly personal business, and both our craftsmen and our customers have clearly defined ideas about what a RollsRoyce should be. But while we don't tamper with those fundamental ideas, we are, of course, constantly searching for improvement. For instance, years ago, the gear selection on a Rolls-Royce car became completely electronic. But, a driver likes to 'feel'

that the gear selection lever is doing something . . . so we engineered the 'feel' back into it - so it's satisfying to use."

David Plastow recognizes the similar philosophy behind the watch he wears.
"It's a Rolex Oyster Datejust. I'm told that the engineering concept of the Oyster case first appeared in 1926.
"Obviously this watch has changed and improved over the years but Rolex has stayed with the basic idea because it was a very good one. It's extremely tough, very reliable, and superbly engineered. After 50 years of development it's almost perfect".

Which, from the man who makes the finest cars in the world, is quite a compliment.

## ROLEX



Write for brochure. Rolex Watch, U.S.A., Inc., Dept. 298, Rolex Building, 665 Fifth Avenue, New York, N. Y. 10022. World headquarters in Geneva. Other offices in Canada and major countries around the world.
puter algebra is making contributions.
For investigations in plasma physics and the development of fusion-energy sources some calculations require numerical and algebraic computer techniques to be combined. The algebraic formulas that describe the properties of a plasma in a magnetic field can become quite complex, and they tend to impede physical understanding. What has been lacking is a means for obtaining approximate rather than exact analytic expressions for such phenomena. To solve the problem the Plasma Theory Group at
M.I.T. has devised a computer-algebra technique capable of partitioning the terms in the computation according to the physical processes that generate them. By numerical methods one can then eliminate from the series of terms describing each process those that are relatively small. The result is an algebraic expression that describes the dominant properties and remains sufficiently simple for the physical significance of each term to be perceived.

In order to derive testable predictions from theories of the interactions of ele-
la fonction R ne contient plus ancun terme périodique; elle se trouve done réduite à son terme non périodique seul, terme qui, en tenant compte des parties fournies par les opérations $129,260,349$ et 415 , a pour valeur

$$
\begin{aligned}
& \mathrm{R}=\frac{\mu}{2 a} \\
& +m^{\prime} \frac{n^{3}}{a^{3}}\left\{\frac{1}{4}-\frac{3}{2} \gamma^{2}+\frac{3}{8} e^{3}+\frac{3}{8} e^{\prime 2}+\frac{3}{2} \gamma^{3}-\frac{9}{4} \gamma^{3} e^{2}-\frac{9}{4} \gamma^{3} e^{\prime 2}+\frac{9}{16} e^{2} e^{2}+\frac{15}{32} e^{4}-\frac{33}{2} \gamma^{2} c^{2}\right. \\
& +\frac{9}{4} \gamma^{4} e^{n}+\frac{75}{16} \gamma^{3} e^{4}-\frac{27}{8} \gamma^{3} e^{3} e^{n}-\frac{45}{16} \gamma^{3} e^{4}+\frac{45}{64} e^{2} e^{x} \\
& +\left(\frac{9}{16} \gamma^{2}+\frac{225}{64} e^{2}-\frac{27}{16} \gamma^{2}-\frac{387}{32} \gamma^{2} e^{2}+\frac{23}{16} \gamma^{3} e^{2}-\frac{225}{128} e^{3}+\frac{825}{64} e^{3} e^{2}+\frac{9}{8} \gamma^{c}\right. \\
& \left.+\frac{3897}{64} \gamma^{2} e^{3}-\frac{99}{16} \gamma^{4} c^{2}-\frac{1431}{256} \gamma^{3} c^{1}-\frac{1419}{32} \gamma^{3} e^{2} e^{n}-\frac{225}{512} e^{3}-\frac{825}{128} e^{c} e^{2}\right) \frac{n^{\prime}}{n} \\
& -\left(\frac{31}{32}-\frac{33}{8} \gamma^{2}-\frac{971}{32} e^{2}+\frac{465}{64} e^{2}+\frac{27^{3}}{64} \gamma^{2}+\frac{5709}{64} \gamma^{2} e^{2}-\frac{117}{4} \gamma^{2} c^{2}+\frac{4989}{256} c^{\prime}\right. \\
& \left.-\frac{1905}{8} e^{2} e^{n}+\frac{3255}{128} e^{n}\right) \frac{n^{n}}{n^{2}} \\
& -\left(\frac{255}{3 z}-\frac{31515}{1024} \gamma^{3}-\frac{551115}{5096} e^{2}+\frac{6885}{64} e^{\prime 2}+\frac{20511}{572} \gamma^{\prime}+\frac{927831}{2048} \gamma^{2} e^{2}\right. \\
& \left.-\frac{218115}{512} \gamma^{3} e^{n}+\frac{1622985}{16384} e^{1}-\frac{4069635}{2048} e^{2} e^{2}\right) \frac{n^{2}}{n} \\
& -\left(\frac{5515}{192}-\frac{296779}{3072} \gamma^{3}-\frac{6380963}{12288} r^{2}+\frac{16285}{24} e^{2}\right) \frac{n^{4}}{n^{2}} \\
& -\left(\frac{288 i 1}{288}-\frac{113818307}{291912} \cdot r^{2}-\frac{1681901051}{1179648} r^{2}+\frac{1393609}{38 q} r^{2}\right) \frac{n^{3}}{n^{3}} \\
& -\frac{9814775}{36869} \frac{n^{2}}{n^{4}}-\frac{678268199}{66355 x} \frac{n^{n}}{n^{7}} \\
& +\left[\frac{9}{64}-\frac{45}{16} \gamma^{2}+\frac{45}{64} e^{2}+\frac{15}{128} e^{2}\right. \\
& \left.+\left(\frac{225}{512}-\frac{1935}{256} v^{2}+\frac{7925}{1024} e^{2}+\frac{225}{64} e^{2}\right) \frac{n^{2}}{n}+\frac{869}{512} \frac{n^{n}}{n^{2}}-\frac{10391}{8192} \frac{n^{2}}{n^{2}}\right] \frac{a^{2}}{a^{2}} ;
\end{aligned}
$$

MASSIVE ALGEBRAIC CALCULATION completed by hand in 1867 was recomputed for the first time in 1970 with a computer-algebra system. The original calculation was undertaken by the French astronomer Charles Delaunay and was published in two volumes; a page of the second volume is reproduced here. Delaunay's calculation, which took 10 years to finish and another 10 years to check, gave the position of the moon as a function of time to a precision never before attained. Three errors were detected when the calculation was checked by André Deprit, Jacques Henrard and Arnold Rom of the Boeing Scientific Research Laboratories in Seattle. The major error, which gave rise to the other two errors, is outlined in color; the expression should be $33 / 16 \gamma^{2} e^{\prime 2}$. The checking required about 20 hours of running time on a computer. Although computer algebra was responsible for exposing Delaunay's errors, the tables have since been turned: the remarkable precision of the calculation has been employed to test a few new computer-algebra systems for accuracy before they were put into service.
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If your racket is tenons, doubles or singles, and you want a perfect match every time, you can learn from the professionals. They know a classic way to join two pieces of wood together is with a tenon that fits into a mortise.
Fine Woodworking magazine speaks this language to more than 200,000 readers-people seriously interested in making beautiful things out of wood. Whether you are an aspiring novice or an accomplished expert, you'll find it an especially informative magazine, with finely detailed articles about techniques and tools, materials and design. It's written by master craftsmen who share their many years of woodworking experience. And it's printed on heavy paper to withstand years of reference. All back issues are in print and indexed periodically.
If you want to become a better woodworker, send $\$ 14.00$ for a one-year subscription ( 6 issues). Or call us toll-free, 1-800-243-7252, to charge your order to Visa or MasterCard (Connecticut residents call 1-426-8171).
mentary particles it has been necessary to evaluate expressions that can include thousands of integrals, many of which have unusual and deceptive mathematical properties. The numerical evaluation is open to two of the criticisms of numerical methods we have already mentioned: it is not as useful as an algebraic result for showing how contributions from various physical phenomena affect the interaction, and it introduces errors of approximation. As experimental techniques are refined the uncertainties introduced by approximation can become so large that the predictions of the theories cannot be distinguished. It is likely the application of computer-algebra methods will be of great help in generating theoretical predictions of the required precision.

In the study of theoretical alternatives to general relativity a test called Birkhoff's theorem has recently become popular. The mathematician George David Birkhoff of Harvard University showed in 1923 that the general theory of relativity excludes the propagation through space of gravitational pulses that might conceivably be generated by radial pulsations of matter in a star. Because no such pulses have been detected. and because they are impossible according to both Einstein's and Newton's theories of gravity, the exclusion of the pulses has come to be expected of any potential gravitational theory. The calculation required to determine whether or not a theory of gravity satisfies Birkhoff's theorem is lengthy, but it has now become straightforward with computeralgebra systems. A gravitational theory formulated by C. N. Yang of the State University of New York at Stony Brook was recently shown by the use of a com-puter-algebra system to violate Birkhoff's theorem. The calculation corrected a hand calculation that had been believed and cited for many years.

It is important to recognize that com-puter-algebra systems need not be employed solely for large calculations. Relatively simple problems often arise for which algebraic manipulation can contribute to understanding or make numerical calculation more efficient. One can sometimes reduce numerical com-puter-processing time by a factor of 100 or more by the judicious application of algebraic processing. Moreover, com-puter-algebra programs can substitute for an entire library of mathematical reference works. "Knowledge-based" programs that include integration methods, methods for solving differential equations and the like may make such reference works as obsolete as a table of logarithms. As inexpensive computers are improved, computer algebra will become available for teaching, study, research and perhaps unthought-of applications to all interested people in their own offices and homes.
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