Fermilab Computing Division

Fermi Linux Server Vendor Qualification

Final Report

July 7, 2003

Members of the Fermi Linux Server Vendor Qualification Taskforce:

Steven Timm (chair), Margaret Greaney, Stan Naymola, Troy Dawson, Bruce Karrels, Lance Weems, Don Holmgren, Hans Wenzel, Bob Forster, Phil Lutz, Gerry Bellendir, Adam Walters, Mark Kaletka

Last Revised 7/07/2003

Executive Summary:

The Fermi Linux Server Vendor Qualification Taskforce has evaluated the hardware, software, service, and performance attributes of twenty-one vendors.  We found that eighteen of these vendors were technically qualified and eligible to participate in the price/performance bid.  From the price/performance bid we have selected five server vendors; they are Koi, Atipa, CSI, ASA and Angstrom.

Introduction:
Since adopting Linux as a supported operating system, Fermilab has maintained a Fermi Linux Qualified Vendor List.  This list typically includes five vendors and is used for approximately two years.  Vendors on the list receive Requests For Proposals on Linux Servers from Fermilab.  This evaluation will make a new Fermi Linux Server Qualified Vendor list.  Having been on the list in the past is no guarantee of staying on it; all participants compete on an equal footing.   This is the third round of qualified vendor list that we have made.  The taskforce contains members from all departments in the computing division who buy significant amounts of compute servers.  It also includes the operations staff who have responsibility for electrical and heating logistics.

The purpose of this evaluation is to identify the vendors who are best capable of delivering a fully-installed rack-mounted server solution.  Vendors are evaluated on the following criteria:  (1) Competence in installing the Linux operating system. (2) Ability to build reliable hardware that meets our specifications and all of the component manufacturer’s specification.  (3) Ability to integrate servers into rack-mounted solutions with good thermal properties in a timely and efficient manner.  (4) Ability to deliver systems with competitive performance.  (5) Support and troubleshooting skills.


This evaluation was restricted to compute servers based on the Intel Xeon processor.   We bought a large quantity of dual AMD servers in FY2002.  These had significant initial quality problems and continue to have significant reliability and thermal problems.  The taskforce recommends all buys this year be of the Intel processors and that any future AMD purchases (Athlon or Opteron) be undertaken only if a comprehensive thermal solution can be demonstrated, and new AMD-based motherboards are available and have been observed to be stable at other sites.  


In the previous round of vendor qualifications there was a list of qualified desktop vendors.  As of now we don’t have an official list of desktop Linux vendors anymore, although one may eventually be made again.

Vendor Selection:

We selected vendors to participate in the Fermi Linux Server Vendor Qualification by several methods.  First, we included those vendors who had done business with Fermilab before, either as compute server vendors or in some other capacity.  Second, we canvassed the field at various trade shows and exhibitions to identify other strong candidates.  Third, we maintained a list of vendors who had contacted us over the past two years, expressing interest in being in our next qualification.  And fourth, we had a public web page up announcing the qualification, although no vendors actually found us that way.

Forty-five vendors were at one time or another on our vendor contact list.  Twenty-nine of them attended the vendor meeting that we had at Fermilab, nine by phone and twenty in person.  

Vendors whose name and address we had but who were no longer in business by the time we called:


Mini Micro Systems

Vendors who don’t sell retail:


Supermicro

Vendors who at first were interested but withdrew due to lack of experience with Linux products:


Terasolutions (BSD specialists only)

Vendors who at first expressed interest but withdrew before the submission of a sample configuration and quote:


Build to Order Manufacturing


CSS Labs


GC Micro


Iron Systems


Linux Networx


Micron


Northrop Grumman


Offmyserver


Omnitech Corporation


PC Mall/Elinux.com


Stamco


Steelcloud


Think Computer Products


Total Network Solutions


Turbotek Computers


VACS

Vendors who chose to partner with another vendor:


Val.com (partnered with HP).

Vendors who sent a sample configuration but didn’t deliver benchmarks on time, or acceptably:


Arrow


Bell Micro


Sterling


Sun

Vendors who actually delivered a unit:


Ace


Angstrom


APPRO


ASA


Aspen Systems


Atipa


Concentric Systems (CSI)/Linux Labs


Dell


HP


IBM


Koi


Nettech Midwest/ The Unix Group


PSSC Labs


Penguin Computing


Polywell


Promicro


Rackable


Racksaver


Richardson Electronics


Source1


Western Scientific

Pre-qualification:


All vendors were required to run the Fermi vendor benchmarks at their location one week before they shipped the machine.  In addition to giving us an idea of what the performance of the machine would be, there were also tests built into these benchmarks to verify whether the vendor had configured the Linux installation correctly, and all the appropriate hardware was present on the machine.  We were able to evaluate most of the Linux configuration points before the machines ever arrived.  Those vendors who submitted their benchmarks in advance of the March 4 deadline were given a chance to correct their configuration if it was not correct.


In addition, the vendors were required to submit three pieces of documentation in advance.  These were the Fermi Linux Configuration Sheet, which described the configuration of an individual node, the Fermi Linux Vendor Questionnaire, which asked for references of previous customers and data on size and thermal performance of previous installations, and a Rackmount Proposal, which detailed the way that they planned to deliver a fully configured rack-mounted solution.  Vendors who submitted incomplete documentation were not allowed to ship their unit.

Hardware:

Specifications:


We required the following specifications in the units that were submitted:  

Dual Intel Xeon processors on same motherboard, SMP capable, 2.4 GHz or faster, 

512k on-die L2 cache (Prestonia series), 400 MHz front-side bus or greater.

One Gbyte of PC800 RDRAM or PC2100 DDR SDRAM.  Faster memory speeds also permitted.

One IDE system disk, 20 Gbytes or greater

IDE data disks—two 40 Gbytes or greater, or one 80 Gbytes or greater 

Video at least 512 Kbytes RAM, support for 640x480 SVGA mode or greater

One 1.44 Mbyte 3.5” floppy

One 24X or more CD-ROM drive

No monitor, keyboard, mouse

One or more 100 Mbit/sec Ethernet

1U rack mount case

Mounting rails.


A fuller description of the requirements that were sent to the vendors can be found at http://www-oss.fnal.gov/scs/qualify2003/eval2003.doc.


When the machine first arrived, we tested to see if it would boot, and then filled out a comprehensive checklist on all these requirements plus the quality of construction.  We checked for good cabling layout inside the case, good airflow inside the case, flatness of case, and other quality control features.   Pictures of the inside of each machine are available at http://www-oss.fnal.gov/scs/qualify2003/pictures/.

One vendor had a bad internal cabling design, which involved installing a front panel connecting cable to the motherboard in a very sloppy manner.  The number of pins in the cable didn’t match those in the connector, and adjoining pins of a fan connector had to be bent over to make it fit.  We raised this issue with the vendor and were told this was the way it was supposed to be.  This vendor was disqualified.


In the process of evaluating the various proposed configurations, we had to adjust the specifications somewhat.  We ended up allowing SCSI disks as well as IDE disks for purposes of the technical qualification.  Also, a number of vendors misunderstood our specifications and thought that an extra IDE controller needed to be added to the machine, either to give enough channels or to give the speed that was required.  This gave us the opportunity to see several IDE cards that we wouldn’t otherwise have seen; including some that gave the possibility of hot-swap.

Electrical characteristics:


The current draw of each system was measured using an AC ammeter.  We measured the current draw of each system immediately at startup, with idle CPU, and at full CPU load, where full CPU load is defined as two instances of seti@home running on the unit.  

Many units showed a significant current spike of ~5 amperes at the instant of startup, thanks to an ammeter that recorded minima and maxima.  In previous evaluations, we have examined these startup spikes with a storage oscilloscope.  The waveform of the current does indeed show a spike, sometimes as much as +/- 15 amperes, but lasting for only about two AC cycles, or 32 msec.   This is not likely to be a problem for a circuit breaker because it does not last long enough, and power sequencing can make sure only one of them happens at once.    This time, we also took seven of the units with the highest measured startup spikes, plugged them into the same power strip, and then turned them all on simultaneously.  Although this ought to have made a power draw of some 28 amps, it did not trip the circuit breaker.

We find that this generation of worker nodes draws significantly more current than the farm nodes that we currently have deployed.  Within each CPU speed range there is a range of current draws.  A full table of currents is on the web at http://www-oss.fnal.gov/scs/qualify2003/electric.html, and is reproduced below.  They are organized in order of CPU speed.  In general, those within each CPU speed category which have the highest current draw also tended to have the largest fan capacity and thus be better cooled.  An example would be APPRO’s machine, which although it was a 3.06 GHz machine had better thermal properties than many slower machines, due in large part to four large 25 cfm blowers inside the unit.  HP and Dell were also notable for very large fan capacity.

As a rule of thumb, any order of machines which have 2.8 GHz or 3.06 GHz CPU’s should be expected to take more than 2A per node in steady state full load.  Given the 80% loading factor from UL, this means that we would not be able to put 8 CPU’s on a circuit anymore, but would only have 7.  Indeed, Dell recommended in their bid to only use six per circuit.  2.4 GHz machines are OK to run eight on a circuit still.  We believe that 2.66 GHz machines, which we did not measure but many vendors including the winners bid, will also be OK to run eight on a circuit as well.

We considered adding a penalty for power-hungry nodes to the price-performance formula in the bid but decided against it for the following reasons: (1) The current measurements aren’t reproducible to better than +/- 0.1 A and the whole range of variation is 0.4 at the most.  (2) We didn’t want to put out our current measurements to the vendors, which we would have had to do in that case.  It would have led to endless disputes.  (3) There was no easy way to interpolate or extrapolate if the vendors changed CPU speeds, which most of them did. (4) We had indications that the power-hungry nodes are better cooled, so we might be saving power at the expense of good thermals. (5) The purchase of slower, less power-consuming nodes would eventually lead to using up more floor space because more of them would be required to meet the computing requirements of the lab.

	
	Qualify Task Force - Power Readings

	 Date
	Eval Unit Owner
	Startup Power Read
	Idle after Startup
	Full Load Reading

	4-Apr
	ASA(2.4)
	5.16
	1.19
	1.92

	17-Mar
	Racksaver(2.4)
	1.91
	1.09
	1.85 - 1.95

	17-Mar
	Polywell(2.4)
	1.74
	1.00
	1.70

	25-Mar
	Richardson(2.4)
	6.31
	0.95
	1.74

	18-Mar
	ACE(2.4)
	5.71
	1.00
	1.96

	4-Apr
	Nettech(2.4)
	1.95
	1.34
	2.08

	4-Apr
	Aspen(2.4)
	6.24
	1.00
	1.72

	4-Apr
	Rackable(2.4)
	2.78
	1.08
	1.80

	21-Mar
	Penguin(2.4)
	1.60
	1.02
	1.80

	25-Mar
	Concentric(2.4)
	2.20
	1.07
	1.73

	25-Mar
	Atipa(2.4)
	6.88
	1.08
	1.80

	25-Mar
	PSSC(2.4)
	5.94
	1.07
	1.80

	28-Mar
	Dell(2.4)*
	3.49/7.53
	1.29/1.29
	1.95/1.92

	17-Mar
	HP(2.8)
	1.3-2.0
	1.50
	2.34

	17-Mar
	Angstrom(2.8)
	2.28
	1.08
	1.98

	25-Mar
	IBM(2.8)
	3.79
	1.20
	2.03

	4-Apr
	Source 1(2.8)
	4.21
	1.25
	2.02

	21-Mar
	Promicro(3.06)
	3.39
	1.16
	2.06-2.18

	21-Mar
	Western(3.06)
	2.05
	1.16
	2.32

	25-Mar
	Koi(3.06)
	4.58
	1.05
	2.10

	25-Mar
	Appro(3.06)
	6.02
	1.35
	2.35


Thermal characteristics:


Intel has a number of documents available on their web pages that detail guidelines and thermal specifications for servers using Intel Xeon processors.  We also contacted Intel and obtained information under NDA of various server chassis configurations that had been tested by Intel and found to meet thermal properties.  From these, we constructed a list of the thermal specifications that all the servers had to meet.  The important specifications for our purposes are the following:  

a) The Intel Xeon processor has a metal casing on the top, which is what makes contact with the heat sink.  The temperature of this, which Intel terms T_case, must be greater than 5(C and less than 75(C at all times.

b) The ambient air temperature within the case must be less than 45(C at all times.

c) The temperature difference (T between the air intake of the case and the air exhaust of the case must be no more than 10(C.


For the purposes of testing, the 1U servers were arranged all in a single rack, with 1U of space between each one.  The empty space was blocked off with blanking panels so that there would not be airflow across the top and bottom of the servers.  The goal of this arrangement was to minimize heating from the neighbor nodes, an effect that we know to be large.

Although we can’t get an external probe close enough to the CPU casing to measure the temperature, this can be read out through software such as lm_sensors, which all vendors were required to have working.  All T_case were less than 45(C, even at full CPU load.

The temperature difference (T was measured for all nodes using a simple thermocouple and external meter.   The differences are shown in the table below, from highest position in the rack to lowest.  

	Vendor
	FP Input ((F)
	PS Output ((F)
	Case output ((F)
	((T)

	Nettech
	80
	92
	90
	12

	Source1
	77
	107
	105
	30

	Ace
	77
	95
	91
	18

	ASA
	71
	88
	79
	17

	Racksaver
	65
	88
	78
	23

	Angstrom
	65
	89
	96
	24

	Polywell
	65
	84
	79
	19

	HP
	66
	96
	76
	30

	Promicro
	65
	81
	77
	16

	Rackable
	65
	80
	73
	15

	Penguin
	63
	78
	72
	15

	APPRO
	63
	79
	78
	16

	Western
	62
	78
	76
	16

	Atipa
	61
	87
	84
	26

	PSSC
	61
	83
	73
	22

	Dell
	61
	81
	77
	20

	Koi
	61
	82
	74
	21

	Concentric
	62
	85
	79
	23

	IBM
	61
	91
	86
	30

	Aspen
	61
	84
	78
	23


It should be noted that these temperatures do not all meet the 18(F (10(C) for this temperature difference.  We do not understand why this is so.  There is no obvious correlation with varying case design or CPU speed, i.e., the Western and Atipa cases are identical yet one is compliant and one is not—and it is the faster CPU of the two.  Furthermore, we found that some of the cases where lm_sensors and the internal probe test showed good cooling still had high temperature difference.  Those machines that did not meet this requirement were assessed a small penalty of thermal points, and the respective vendors were informed accordingly that they were not in specification.  However, we do not yet have enough experience with this metric to conclude that it is a good predictor of whether the system will be well cooled or not, and so did not disqualify any equipment on this basis.

On a number of nodes, we also performed internal temperature measurements.  For this, we used a Picoprobe external temperature probe, along with K-type thermocouples, to measure the temperature at several points inside the system case, independent of the internal sensors.    Unfortunately this process was very time-consuming and we were not able to complete all the nodes in the time allowed.   We did, however, take data on a representative sample of each unique case type.  

One such drawing is shown below.  We observed many interesting effects.  The scalloped nature of the blue and red lines, which are the two CPU temperatures, correlate nicely to places where the burn-in program was doing I/O as part of the bonnie test, and thus the CPU was not loaded as heavily as it was the rest of the time.  We could observe the CPU cool down a few degrees in real time while the I/O was underway.   The probes were also sensitive to someone standing in front of the rack and changing the temperature of the input air.  Perhaps most interesting is the high level of the light green line.  This graph is typical of many systems we observed, in which the temperature of the chipset I/O (north bridge) chip is actually hotter than the temperature of either CPU.  This chip often has a low profile heat sink, as was the case in this particular unit, and the heat doesn’t get dissipated adequately.  The efficiency of this heatsink on any given motherboard will have to be watched very carefully in future purchases.
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Although the thermal numbers may look high at first examination, all the systems in this evaluation performed with cooling characteristics much better than the AMD hardware that we have currently installed.  In AMD-based hardware it is not uncommon to have CPU temperatures more than 20(C higher than what we have seen in the new evaluation units, and (T can easily be as much as 25(C.  We have every confidence that these systems will exhibit good thermal properties and be well cooled.

Software:


We rated the competency of the various vendors to install Fermi Linux.  All vendors were provided with a CD-ROM set of Fermi Linux and a set of installation instructions.  If the instructions were followed correctly, there would be a set of benchmarks installed, which they had to run before they could ship the unit.  They sent the benchmark results to us via E-mail.  These benchmarks also contained tests to make sure that the unit was configured correctly.  Vendors also had to install and configure the lm_sensors software on the system.  There were a few instances where this was impossible due to the hardware involved, but these vendors were able to supply alternative software.  

 
We ran the Fermi burn-in test on each system.  Each system had one instance of seti@home on each CPU, running continuously.  In addition we ran “bonnie”, a disk write utility, on a regular schedule.  This utility wrote and read a 1 GB file to the system disk at 2,7,17,27,37,47, and 57 minutes past the hour.  We also wrote to the data disks at 2, 10, 20, 30, 40, and 50 minutes past the hour.  The write at two minutes past the hour is simultaneous between the system disk and first data disk, to force exercising of both IDE busses at once.  We also had a script called “zioerror” which runs at 2, 5, 15, 25, 35, 45, and 55 minutes past the hour which copied a large file system with many inodes from one disk to the other, and checked for I/O errors.  Finally, a cron job ran to use lm_sensors to check the temperature of each node.  With the exception of the initial problems mentioned below in the service section, all nodes ran the burn-in very well and did not have any DMA errors. 

Service:


All vendors were given at least one hardware call and one software call to test their support skills.  All the software calls were legitimate problems we had observed with the configuration of the unit.  Some of the hardware calls were due either to units which arrived at Fermilab with the wrong configuration, or to real hardware problems which the unit experienced.  In other situations we changed BIOS settings such that the machine could not boot, and tested their diagnostic capability.  We also observed legitimate network problems on the Tyan 2721 and 2723 motherboards that only were noticed when they interacted with a Cisco switch.  The two vendors in question were both able to escalate the issue to Tyan and come up with a fix that actually involved changing resistor values on these boards, a fix which has been incorporated into all new production of these boards.


One vendor was disqualified when the service provider that they had listed on the configuration sheet refused to come out and do service on the unit.  Another vendor was disqualified due to a combination of multiple service calls resulting in high downtime, and taking heroic and unsuccessful hardware measures to fix something that could and should have been fixed in software.

Rackmount Proposal:


Each vendor had to ship the unit with mounting rails, and Fermilab hardware support installed each machine in the rack.  The ease of mounting each machine was evaluated and points were assigned.  Several of the vendors had tool-free rails.   In addition, each vendor was required to submit a proposal of how they would organize the machines in the rack.  In the technical evaluation we encouraged the vendors to be creative and show any unique solutions that set them apart from the others.  We also requested thermal testing information of their rackmount solution, as well as any numbers that were available from systems they had already installed elsewhere.


Some vendors showed comprehensive solutions with the full proprietary racking solution that would normally be part of their clustered system, including terminal servers, KVM switches, power controllers, and network switches.  One vendor showed a half-depth solution, in which either 1U or 2U nodes are half depth and can be mounted back to back in the same rack.  We made the judgment that for Fermilab’s current purchases, the proprietary extras are worth neither the extra cost that is added nor the asymmetry in management procedures that they would add to the farms.  Thus, even though some of the vendors offer remote power-off capabilities, we decided to stick with APC controllers for symmetry.  Likewise, we decided to standardize on one serial console controller, the SCS-3200 from Lantronics, rather than allow any of the six that were proposed.  


Those vendors who were short on details in their rackmount proposal were penalized points in the evaluation process and told that it had to be fixed for the price-performance bid.  The specifications for the price-performance bid were much more rigid for the rackmount proposal, based on what we learned from this exercise.

Performance:


For purposes of performance we used three metrics.  The first is the Fermi Cycle, which is an average of the performance of the systems on CDF Reconstruction code and D0 Reconstruction code, relative to a 1 GHz Pentium III system.  The second was disk speed as measured with bonnie, and the third was memory speed as measured with streams.  We have found in the past that the SPEC CPU2000 benchmarks are not an accurate measure of the real performance the Intel systems can achieve, at least given our current code base and compiler base.  (It is likely that Fermi Linux 9.0 and gcc 3.2 will change that).


During the process of benchmarking, we also obtained data on the performance of these systems on the QCD application, on “tiny”, on CDF Monte Carlo, and on the seti@home work unit.


The CPU performance of these units was quite similar among machines of the same CPU speed.  The results are shown at http://www-oss.fnal.gov/scs/qualify2003/ eval_bench.html.  

Specification Changes:


As a result of the technical evaluation and experiences over the past two years, we made some significant changes to our specifications for compute servers for Farms.  First of all, we changed the format that is required in bid submissions from the vendor.  All vendors must now submit a uniform bill of material of the parts in a single node, a Fermi Linux Configuration Sheet, a Rackmount Proposal which includes all the items in the rack as well as diagrams of how they fit, and a Statement of Warranty.  For the first time, we are requiring the vendor to be responsible for the labor as well as the parts during the three year warranty.  We have also revised the rack layout, eliminating the gap in the middle of the rack so that the nodes will be closer to the floor and thus better cooled.   We have also added the Lantronics SCS-3200 Secure Console Server to our configuration, replacing the Cyclades console hardware and patch panels that have been used to date.  The cable specifications were also tightened considerably, requiring them to use Fermilab specification for cables.  The current farm specifications can always be found at http://www-oss.fnal.gov/scs/farms/farmspec.doc.

Performance/price bid:


The eighteen technically qualified vendors were invited to participate in a bid for forty-eight 1U compute servers, thirty-two for the Fixed Target farms and sixteen for the FNALU Batch system.  The parameters of this bid required the vendors to submit four things for our evaluation.  These were a bill of material of the contents of one node, the Fermi Linux Configuration Sheet, a Rackmount Proposal that contained all the details of how the equipment would be mounted into the rack, and a Statement of Warranty, listing in detail their acceptance of the new Fermilab warranty terms.


We had anticipated that the bid would be won with 2.8 or 3.06GHz Intel Xeon chips.  However, the pricing for these faster chips has stayed abnormally high over the summer, with a 3.06GHz chip still retailing for $679.  This is almost unheard of for a chip that has been available for five months already, but since the next speed level is unlikely to be released until the fall, it is likely that it will remain expensive throughout the current fiscal year.   As shown below in the table, the top three finishers in the price-performance bid all used 2.66GHz Xeon chips.


The winning Performance/Price ratio of 2.18 Fermi Cycles per dollar is only slightly larger than the ratio of 2.0 in July of 2002 when the large AMD-based addition to the D0 Farms and CAB was made.  We anticipate, however, that the improved cooling and reliability of the Intel hardware will make this farm much more reliable in total cost of ownership.  As mentioned previously, use of newer compilers could give as much as 40% performance boost on this hardware as well and must be investigated.  Eventually Linux will have the capacity to work efficiently with hyperthreading as well, and this can be an added performance boost.


We received fifteen bids as part of the Performance/price bid.  HP and PSSC declined to bid, IBM asked for an extension of the deadline, which we denied.  Of these fifteen, four were technically disqualified because they did not give the required details in the rackmount proposal, even though they had been warned in the previous round that they needed more details.  Another was disqualified for not having the correct warranty requirements.  Those that remain will form our list of five vendors and our list of five alternates who will be rotated into the list in turn if any of the top five cannot perform to our specifications.  They are listed below in descending order of performance/price.

	Vendor
	Speed
	Cost
	Performance
	M=P/C

	1. Koi
	2.66
	84880.00
	183840
	2.18

	2. Atipa
	2.66
	91838.31
	181632
	1.99

	3. CSI
	2.66
	102510.00
	181152
	1.77

	4. ASA
	2.4
	99488.00
	172224
	1.73

	5. Angstrom
	2.8
	115410.00
	196512
	1.70

	Alternates:
	
	
	
	

	6. Rackable
	2.4
	104781.00
	172416
	1.65

	7. Penguin
	2.66
	127372.47
	182016
	1.43

	8. Dell
	2.8
	139796.00
	192000
	1.37

	9. Promicro
	2.4
	134359.00
	171072
	1.27

	10. Aspen
	2.4
	158302.50
	170880
	1.08


Koi Computers is a local small business.  Their computers are based on the Supermicro chassis and motherboards.  They have sold a small number of computers to Fermilab in the past.  Atipa Technologies has an installed base of almost a thousand computers in Feynman Computing Center at the moment and has won most of our large bids over the past two years.  CSI is based in the Atlanta area.  We became acquainted with them as a result of a sale they made to the PCQCD farm.  ASA has been a major supplier of IDE RAID servers to the CDF CAF.  This is Fermilab’s first experience with Angstrom but they are a fast-growing vendor in the high-performance clustering world.  During the evaluation they showed excellent integration and customer support skills, and have some unique ideas about thermal solutions.  We are confident that we have selected a good group of vendors who will provide good service to Fermilab in the next few years.

Conclusions:

This evaluation concentrated more on finding good vendors than a specific piece of acceptable hardware.  We believe the process has succeeded well in this regard.  Given the rapidly changing motherboard and case marketplace, several vendors suggested, and we agreed to, changes of case and motherboard that proved to be more economical for Fermilab.  Flexibility will continue to be required over the coming years.  We have made a significant effort to make our specifications performance-based rather than picking one specific hardware solution.  In this way, even if we approve the hardware and then find out later that there is something wrong with it, the vendor is still obligated to fix the problem.

Motherboards:


The following motherboards were tested in the evaluation and found to be acceptable:  Intel SE7501WV2ATA and SE7501BR2; Supermicro X5DPR-iG2+, X5DPL-IGM and X5DPi-G2; Tyan S2723GNN and S2721GNN-533.  The Dell Poweredge 1750, HP(Compaq) Proliant DL360, and IBM x335 all have custom boards based on the Serverworks CSB5 chipset.  These were all acceptable as well.  Several vendors in the price-performance bid, including the winners, specified the Supermicro X5DPA-GG motherboard, which we did not see in the evaluation.  Based on the fact that all the X5DP series from Supermicro are so similar, we believe it will be acceptable.  All the above-mentioned motherboards have at least one copper Gigabit Ethernet interface built on to the board.  A number of them have two such interfaces.  Note that we evaluated the ASUS PR-DLS and Tyan 2722GNN motherboards as well, but since these motherboards support only 400MHz front side bus they are likely to be discontinued soon.

Case:


Among the cases we saw were custom cases from Racksaver, Rackable, HP, IBM, and Dell, the Supermicro SC812i-400, APPRO 1224Xi, AIC RMC1Q-SWV2, RMC1H, RMC1L2, Chenbro 1U1180 and RM115.  Supermicro and Chenbro also make variants of the above cases, the SC811i and RM123 respectively, which hold only two hard drives.  These are significantly cheaper.  The AIC RMC1H case features a power supply vent to the side of the case.  We raised this issue with the vendor and they have now changed to a Supermicro case.  The other cases above all give very good cooling properties.  

Disk properties:

Both of the systems that featured SCSI drives also had hot-swappable SCSI backplanes and we found that this works well under Linux.  The IDE performance of the Intel E7501 chipset seems to be somewhat sluggish compared to earlier chipsets.  In particular we found that most, if not all, of the systems with drives mounted directly on the IDE controller were not able to attain our 20 MB/sec target read and write disk speeds.  For the current buy we revised these specifications back down to 15 MB/sec.  This should be satisfactory for a typical farms compute server.  Compute servers that do frequent disk access may want to consider adding an IDE RAID controller or using SCSI disk.  The U320 SCSI disks now available have excellent throughput and for the first time we have observed a throughput advantage in SCSI disks which justifies their higher cost.   IDE RAID controllers which we observed to have good properties include the on-board ATA-100 RAID controller of the IntelSE7501WV2ATA board and the 3Ware 7500-4LP IDE RAID controller.  The latter allows for hot-swap of IDE disks and is a smaller version of the controller that is in many of Fermilab’s IDE RAID servers.  The Chenbro cases also have the option of a cold-swap IDE disk.  This allows for a disk drive change without opening the chassis.

Control capabilities:


The systems based on Intel motherboards have an IPMI interface which allows for a number of management functions to be performed across the same Ethernet interface that the data goes across.  This option can be added to Supermicro boards as well.   The HP, IBM, and Dell servers all have functionality similar to this across a management interface network.  We did not have time to test out any of these features.  Given their widespread availability, we should do so in the future, however.

High-availability servers:


Some of the servers we evaluated were clearly overdesigned and overpriced to be considered as commodity off-the-shelf computing.  This is clearly true of the HP Proliant DL360 and to a lesser extent with the Dell and IBM entries, although it is possible that those two entries could eventually be competitive.   We should consider defining a new class of high-availability server with hot-swappable SCSI drives, power supplies, and tested 24x7 hardware support.  As Linux machines continue to take on more important one-of-a-kind roles in the farms, this will be increasingly important.

Lessons learned:


There is not enough time to sufficiently evaluate machines from twenty-one vendors in twenty-one days.  We had significant overlap among the twenty-one machines.  Six had identical cases and nearly identical motherboards.  The results demonstrate that many vendors can build good Linux-compatible hardware.  Therefore, our focus on quality vendors who can give good and timely service and integration is appropriate and should continue.

This evaluation process put a lot of burden on the vendors to show they had a good configuration before they ever shipped.  Future evaluations should make sure that even more of the work is done at the vendor’s site.  As a product of this evaluation, we have a standalone CD of benchmarks that can be run at the vendor’s site.  This will be an important tool in doing price-performance bids over the next two years without actually bringing machines on site to measure the performance.
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