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1. Introduction

CDF and DØ
 have many requirements in common in using Grid to access data and computing resources.  We request posts from the GridPP project to work: firstly on the continued development and enhancement of SAM using standard and currently evolving Grid software; and secondly on experiment specific user applications. 

2. Grid enhancements to SAM

The following outlines the programme of work to extend SAM by investigating, developing and incorporating other Grid tools.  This work is common to both CDF and DØ  and lasts throughout the two-year timescale of the project.

1 Use of standard middleware to promote interoperability

1.1 Use of Globus security infrastructure for Station to Station services, such as file transfer and job submission.  Interoperability with Fermilab Kerberos security infrastructure and use of recognized Certificate Authorities on both sides of the Atlantic, in conjunction with work of other Grid projects.

1.2 Use of GridFTP as one of the supported file transfer protocols

1.3 Use of future enhanced Globus security infrastructure, including Community Authorisation Service

1.4 Use of Globus as one supported system for job submission.

1.5 Use of Condor and extensions as one supported system for job submission

1.6 Publish availability and status of SAM station resources and services using standard Grid middleware components and services, when they emerge.

1.7 Publish catalogue of data files and their replicas using standard or standards emerging from PPDG and DataGrid

2 Additional Grid functionality for Job specification, submission and tracking

2.1 Use of full Condor services for migration and checkpointing of jobs – as much as is possible with DØ software and the DØ software framework. This may require work on both Condor and DØ software to achieve full functionality

2.2 Building incrementally enhanced Job specification language and job submission services that ensure co-location of job execution and data files and reliably execute a chain of job processing, with dependencies between job steps.  The first step in this is expected to be work in conjunction with the Condor team to provide for specification and execution of a Directed Acyclic Graph of jobs using an extended version of the DAGMAN product that CMS is testing for their MC job execution.

3 Enhancing Monitoring and Diagnostic capabilities

3.1 Extensions to existing system of logging all activities in the system to both local and central log files - as demanded by robustness and increased use of system.

3.2 Incorporation of emerging Grid Monitoring Architecture and monitoring tools. Little exists on this at this point and this work will involve working with other Grid projects and participating in Global Grid Forum working groups

4 Fabric Management:  Optimisation of the CDF and DØ fabric which include the UK CDF JIF computers, the UK DØ JIF computers, the Lancaster farms, the Liverpool MAP facility, and future computing and data storage facilities such as Mosix or SMP clusters.

3. CDF Integration into SAM

CDF does not currently use SAM.  Thus to contribute to this project, CDF must first be integrated into the existing SAM structure.  The first step consists of a pilot project in which we will: set up the initial fabric; evaluate usage patterns and user requirements; and deploy SAM as well as standard Grid tools for evaluation.  This pilot project will be completed within the first 3 months.

It will then be possible to begin integrating CDF into SAM.  The following steps will be necessary and will take one year:

· Deployment and support of SAM stations in the UK

· Adapt CDF software to function with SAM.   This includes interfacing the CDF data handling tools so that they can translate cataloguing information to SAM. A key component of this task will be the interfacing of the Database schema compatible with SAM (or even in common with DØ).

· Adaptation of Data input modules to SAM. A separate development is required here for CDF because of differences that exist in the Event Data Model and how data files are catalogued between CDF and DØ.

4. Maintenance and Support of SAM and Grid

Since CDF and DØ are running experiments and will continue to take data throughout the duration of the project, reliability and ease of usage are of paramount importance.  We therefore identify projects, common to CDF and DØ, to provide:

· user support, monitoring and diagnostic tools;

· fabric development, deployment and management;

· maintenance.

All of the above will ensure minimum disruption to the user, allowing development to proceed in parallel and at the same time easily incorporating improvements and advances in the system.These projects will be supported by manpower already working on the DØ and CDF projects and displaced effort. 
5. Request for Posts.

We request a total of 6 additional FTEs to work on the development of SAM and user applications of the experiments. The UK CDF and DØ groups are currently supplying approximately 2 FTEs to the development and maintenance of SAM within the context of the UK groups.  

Four of the additional FTEs will work on integrating CORE Grid functionality into SAM as described in the Section 2. These positions would not be working on user applications. These FTE’s would work in conjunction with the SAM project team at Fermilab, the PPDG and their collaboratorsi. These posts will concentrate on the projects essential for meeting the proposed deliverables given in Section 6 and meeting the goal of having a functional GRID using modern grid tools working as proof that the GRID will work for future experiments.  

The remaining two FTEs will work on developing user applications with one FTE per experiment. 

DØ propose to  develop its Monte Carlo Production system as the user application. This project is described in full in the separate DØ documenti.

CDF will allocate the user application FTE to work on the development of an interface for CDF user applications to SAM. The UK groups will supply an additional 1 FTE to work on the integration of CDF code with SAM. The FTEs working on Core projects will also offer support where required. 
6. Deliverables

	Month 3
	CDF Pilot project ends with test of Globus tools and SAM. A deployed SAM station at one or more CDF institutes should be available to transfer files for data analysis.

	Month 6
	Integration of Globus Security infrastructure and GridFTP into SAM and deployment at several UK stations interoperating with Fermilab and other SAM stations.

	
	First demonstration of MC production system using Request interface and automated job submission to one SAM station with limited intelligence in job distribution and load balancing.

	Month 12
	Fully commissioned MC Production System with reliable execution of jobs, splitting into sub-jobs as necessary, intelligent job distribution and load balancing, taking into account the economics of data movement versus job movement.

	Month 24
	A fully robust production quality system, excellent monitoring and interoperability with other Grid projects and EU DataGrid with sharing of some resources. Updated Fabric capable of handing the data on each experiment.

	
	


� See the CDF and DØ documents submitted to the GridPP Experimental Board





