Calibration of CsI(Tl) scintillators for heavy ions (3 \leq Z \leq 54) in a wide energy range (E/u \leq 60 \text{ MeV/u})
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The light output response of CsI(Tl) scintillators, photodiodes readout, has been investigated for heavy ions with atomic number 3 \leq Z \leq 54 for energies up to 45 \text{ MeV/u}. The detectors have been calibrated with particular attention to the dependence on the atomic number of the ions. The expression obtained with this procedure was applied to the calibration of the CsI(Tl) detectors of the MULTICS array, on the basis of only one renormalization coefficient. A complete compatibility has been found with recent data at energies up to 60 \text{ MeV/u}.

1. Introduction

The simultaneous detection of large number of fragments emitted in intermediate energy heavy ion reactions needs new arrays of several detectors [1–4], covering 4\pi in the center of mass system. The detectors have to be thick enough to stop the ions in order to evaluate the charge by means of the \Delta E–E technique.

The CsI(Tl) is a good scintillation material [5] to be used as detector since it has a high stopping power (\rho = 4.51 \text{ g/cm}^3), no limits in the geometrical shape, negligible radiation damage, low cost and good resolution. However, since the light output strongly depends both on the energy deposited in the crystal and on the atomic number and mass of the incident ion, an accurate calibration of these detectors is needed. This is also true since the CsI(Tl) scintillators are commonly used as counters of light particles and \gamma rays and the studies to understand the scintillation mechanism are not able to quantitatively describe the light output response for heavy ions [6–8].

In this paper we present a procedure to relate the light output to the deposited energy with an expression containing few parameters. These parameters have been obtained by a least squares fit to the data collected in two different measurements performed at the 88 in. Cyclotron at Lawrence Berkeley Laboratory and at the Cyclotrons of the GANIL Laboratory (Caen/France). The experimental data collected with the CsI(Tl) scintillators of the MULTICS #1 array [4] have been calibrated with the expression obtained by the fitting procedure.

A recent measurement extending the range of energy up to 60 \text{ MeV/u} shows excellent agreement with our parametrization.

2. Experimental measurements

The characteristics of the CsI(Tl) scintillator #2 used in these tests have been described in detail elsewhere [4]. A first measurement has been performed at the LBL 88 in. Cyclotron where the CsI(Tl) have been exposed directly to low intensity beams (100 particle/s) at energies up to 25.5 \text{ MeV/u} and ions with atomic number up to the Kr (Z = 36) [9]. The energy resolution of CsI(Tl) scintillators was found of the order of \pm 1%, independent of the ion charge and energy (see for instance Fig. 1 of ref. [9]).

In order to check the extrapolation of these results to higher energies and higher atomic numbers, i.e. in the expected range of the measurements with the MULTICS array [10], we performed additional tests at GANIL with beams of \(^{40}\text{Ar}\) at 44 \text{ MeV/u} and \(^{132}\text{Xe}\) at 35 \text{ MeV/u} on a target of \(^{197}\text{Au}\). Two different tele-
scopes were used; the first consisted in a 200 \( \mu \)m solid state silicon detector used as \( \Delta E \) and in a CsI(Tl) scintillator as stopping detector (\( E \)); the second telescope had another 200 \( \mu \)m solid state silicon detector as \( \Delta E \) and a 3.5 mm lithium drifted silicon detector [Si(Li)] as \( E \) detector. The telescopes were placed at the same scattering angle, near the grazing angle, in order to collect with comparable cross sections either reaction fragments or elastically scattered ions.

The calibration of the silicon detectors can be obtained straightforwardly, since their response is linear with respect to the energy independent of the incident ion.

It is then possible to get informations on the light output of the CsI(Tl) scintillator by comparing the two \( \Delta E - E \) matrices. A new set of data points (280), where the light output has been determined for different atomic number and energies, has been added to the data collected at LBL. In this way the total set of data has been extended to higher energies and atomic numbers. The normalization of the data collected at LBL and at GANIL was done comparing the data in the common range of measurements. A unique normalization coefficient allows for making all the data consistent in the common range of energies and atomic numbers.

3. Scintillation response

The curves evaluated in ref. [9] from the data collected in the experiment at LBL, extrapolated to higher energies (\( E > 30 \) MeV/u) and heavier ions (\( Z > 36 \)), did not agree with new experimental data collected at GANIL. It was then necessary to examine more in detail the calibration procedure.

We studied the light output keeping the function, used for other kinds of scintillators [11,12]:

\[
L = \gamma E + \beta (e^{-\alpha E} - 1).
\]  

This function contains a linear contribution, expressing the linear behaviour of the light output for high values of energy deposited in the crystal, and an exponential part (with the parameter \( \alpha \) positive) for low energy incident ions, which takes into account quenching effects in the induced luminescence.

In previous approaches [9,11,12] the calibration procedure consisted in a first step where the data collected for each ion were separately fitted with some free parameters and in a second step where these parameters were fitted as a function of the atomic number. Since this procedure has the great disadvantage of introducing noncorrelated parameters (consequently the extrapolation to higher \( Z \) values is out of control) we decided to study the parameters \( \alpha, \beta \) and \( \gamma \), investigating their sensitiveness on the charge of the incident ion, carrying out a unique fit on the whole set of the data.

The light output is presented in Fig. 1 as a function of \( E/A \). The parametrization [13,14]

\[
A = 2.08Z + 0.0029Z^2
\]

has been used for the data where only the charge was known. From Fig. 1 an almost linear region can be seen above 15 MeV/u, independently from the considered ions:

\[
L(E) = \gamma E - \beta
\]

consistent with the asymptotic behaviour of Eq. (1). As it appears from Fig. 1 the coefficients \( \beta \) and \( \gamma \) must be positive.

This is in agreement with the theory proposed by Meyer and Murray [15] according to the hypothesis of the existence of a threshold in \( E/A \) for the production of energetic electrons (\( \delta \) rays, \( E_\delta > 1.5 \) keV) being this process very efficient in producing the induced luminescence. The lines for different ions, if extrapolated to vanishing light output, intercept the \( E/A \) axis in a narrow region around \( E/A \approx 6 \) MeV/u.

A similar linear behaviour can be extracted from the theoretical expression of the specific scintillation \( dL/dE \) as formulated by Birks [16]:

\[
\frac{dL}{dE} = \frac{S}{1 + kB(dE/dx)}.
\]

where \( dE/dx \) is the specific energy loss, \( S \) the scintillation efficiency and \( kB \) the scintillation quenching factor accounting for nonradiative deexcitation. For sufficiently high energies one can neglect the contribu-
tion of quenching effects to the total induced luminescence since quenching effects are negligible before the ion reaches a low energy \((dE/dx \ll 1)\), and since the energy lost in the region where the quenching is relevant is a small fraction of the total energy. In this limit, integrating Eq. (2) and neglecting quenching effects, one gets a linear dependence of the light output of the energy of the ion. This linear dependence can be written as a function of \(E/A\):

\[
L(E) = (\gamma A)(E/A) - \beta.
\]

(4)

The angular coefficient \((\gamma A)\) of the straight line increases with the atomic number, as it is clearly seen in Fig. 1. In addition, neglecting the weak dependence of \(E_i/A\) from the ion characteristics, with the constraint \(L(E_i) = 0\) for a constant value of \(E_i/A\) the following condition should hold:

\[
\gamma E_i = \beta; \gamma / \beta = 1/E_i.
\]

(5)

If one assumes that in Eq. (1), \(L(E)\) monotonically increases for increasing energy, i.e. if a minimum exists

---
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**Fig. 2.** Light output of the CsI(Tl) as a function of energy for some ions. The solid lines are the results of fit with Eq. (16). Uncertainties in the measured channel number and ion energy are smaller than the size of the points. The points in black are the data collected at Lawrence Berkeley Laboratories, in red at GANIL Laboratories and in green at NSCL of the Michigan State University.
it has to be at zero or negative energy values, one gets a unique solution:
\[ \frac{dL}{dE} = \gamma - \alpha \beta e^{-\alpha E}, \]
(6)
\[ \frac{dL}{dE} = 0 \quad \text{at} \quad E' = -\frac{1}{\alpha} \ln \frac{\gamma}{\alpha \beta}, \]
(7)
with the condition
\[ \gamma \geq \alpha \beta \]
(8)
where the equal sign holds true for \( E' = 0 \) in the Eq. (7).

From Eqs. (8) and (5) one gets
\[ \alpha \propto 1/E_i. \]
(9)
A stronger constraint can be obtained if one considers the ion with a relatively low energy (1-5 MeV/u) and consequently a high specific energy loss, where Eq. (2) can be approximated as:
\[ \frac{dL}{dE} \approx S/kB(\frac{dE}{dx}). \]
(10)
Taking into account the Bethe–Bloch formula [17] and neglecting the logarithmic part one has:
\[ |\frac{dE}{dx}| = \frac{AZ^2}{E}, \]
(11)
and consequently:
\[ \frac{dL}{dE} \approx \text{constant} \times E. \]
(12)
Expanding Eq. (6) in Taylor series one obtains:
\[ \frac{dL}{dE} = (\gamma - \alpha \beta) + \alpha^2 \beta E + O(E^2). \]
(13)
To keep the same behaviour of Eq. (12) in this low energy region it is necessary to introduce the constraint:
\[ \gamma = \alpha \beta, \]
(14)
and consequently from Eq. (5) one gets:
\[ \alpha = 1/E_i. \]
(15)
Eqs. (5) and (15) show strong constraints among the parameters of the fit; these indications allow for a better definition of the parameters as a function of the atomic characteristics.

4. Calibration procedure

The strong correlations among the parameters \( \alpha, \beta \) and \( \gamma \) allow for a single fit on the whole set of the data, contrary to previous works [9,11,12].

Taking into account the fact that the straight lines of Fig. 1 seem to originate by a unique focus (Eq. (5)) and using the constraints that the functions \( L(E) \) have to monotonically increase for positive values of energy with its minimum value in \( E = 0 \) (Eq. (15)) it is now possible to rewrite Eq. (1) in the form:
\[ L(E) = \gamma(E + E_i(e^{-E/E_i} - 1)). \]
(16)
Starting from the considerations of section 3 we fitted the experimental data with four free parameters, using for \( E_i \) a simple linear dependence on \( Z \):
\[ E_i = d_1 Z, \]
(17)
and for \( \gamma \) the parametrization:
\[ \gamma = d_2/Z + d_3 + d_4 Z, \]
(18)
assuming for the angular coefficient (\( \gamma A \)) of the straight lines in Fig. 1 a quadratic dependence on \( Z \). A simple linear dependence on \( Z \) is not able to reasonably fit the experimental data, a cubic dependence has to be negligible as suggested by the small value of the parameter \( d_4 \).

The values of the parameters \( d_1, d_2, d_3 \) and \( d_4 \) were determined using the minimization code Minuit #3 on a set of 400 data (120 collected in the first measurement at LBL and 280 new experimental points collected at GANIL). It has to be noted that the experimental points are well spread over the whole range of charges and energies. The results are:
\[ d_1 = 12.9 \pm 0.1, \]
\[ d_2 = 8.17 \pm 0.08, \]
\[ d_3 = 0.89 \pm 0.01, \]
\[ d_4 = 0.0025 \pm 0.0002. \]
(19)
The validity of Eq. (15) has been checked by repeating the fitting procedure with an additional parametrization:
\[ \alpha = d_5/E_i. \]
The result has been \( d_5 \approx 1 \) in good agreement with Eq. (15) without any appreciable improvement in the value of \( \chi^2 \).

The results of this fitting procedure are shown in Fig. 2; an excellent consistency of the full set of data collected in both measurements has been achieved. The curves are in a very good agreement with experimental data and a normalized \( \chi^2 \) of \( \approx 1.8 \) corresponds to the values of the parameters \( d_1, d_2, d_3 \) and \( d_4 \) given in Eq. (19). The residuals from calculated values are of the order of \( \approx 1% \) and are nearly independent of the atomic number and energy of the ion.

All the procedure has been repeated for other detectors of the MULTICS apparatus and the results show that the light response can be parametrized in the same way and that only one normalizing factor is enough to account for different detectors keeping the same values for the parameters \( d_1, d_2, d_3 \) and \( d_4 \). No effects due to differences in scintillation efficiency have been found within the experimental errors, suggesting that the normalization factor can be ascribed to different electronic chains, or that the differences can be accounted for by a simple factor.

#3 D506 of the CERN library.
5. Results and conclusions

The results were applied to the calibration of several CsI(Tl) scintillators of the MULTICS array.

The procedure can be described as follows:

a) selection of the charges of the fragments, from the matrix $\Delta E - E$ ($\Delta E$ given by a silicon detector and $E$ by the CsI(Tl) scintillator;

b) calculation of $E_1(Z)$ and $\gamma(Z)$ from Eqs. (18) and (19);

c) determination of the normalization factor from points of known charge and energy (for instance from elastically scattered ions).

It has been checked that this simple normalization factor is sufficient to account for differences in the output signals and this result is very important because it allows the use of Eq. (1) together with the evaluated coefficients $d_1$, $d_2$, $d_3$, and $d_4$ for the calibration of all the CsI(Tl) of the MULTICS array, once this normalization factor has been determined.

The energy loss in the detectors can be calculated from Eq. (16). A simple numerical inversion of Eq. (16) is preferable to the analytic inversion of Eq. (1); due to the experimental errors, several numerical problems can arise, since one has to deal with logarithms.

The calibrated $\Delta E(Si 200 \mu m) - E(CsI(Tl))$ matrix is shown in Fig. 3; the curves superimposed to the experimental data are energy loss calculations performed with the code ENLOSS, based on the parametrization of Anderson and Ziegler optimized by Hubert et al. [18,19]. A very good agreement between calculated values and calibrated data up to the atomic number $Z = 54$ can be observed.

In Fig. 4 the overlap of 20 calibrated scatter plots ($\Delta E - Si 500 \mu m, E - CsI(Tl))$ is shown; excellent results in the definition of the energy of the fragments have been achieved. We want to stress that the calibration procedure described in this paper can obtain very fast and accurate results when extended to a large number of identical detectors.

A further check has been made to test the reliability of the parameters obtained in the fit, extrapolating the results to heavier ions and higher energies. A very good agreement has been found for all the collected data, as it is clearly shown in Fig. 2 for some of them. The data have been collected during the calibration of an experiment on Xe + Au at 70 MeV/u carried out at NSCL of the Michigan State University and correspond to beams of $^{16}O$, $^{20}Ne$, $^{24}Mg$, $^{44}Ca$, $^{48}Ti$, $^{52}Cr$, $^{56}Fe$, $^{60}Ni$, $^{64}Zn$, $^{80}Kr$, $^{84}Kr$, $^{128}Xe$, $^{132}Xe$, $^{136}Xe$ at very low intensity, impinging directly in the telescopes.

Summarizing, we have investigated the response function of CsI(Tl) detectors to heavy ions as a function of the energy and the charge number. This study covers energies up to 60 MeV/u for ions in the range $3 \leq Z \leq 54$. Satisfactory results were obtained in the fit of the response function. We have also shown the application of this parametrization to other experimental data. We would like to stress that for the calibration
of several detectors only one normalization factor has to be evaluated.

This calibration procedure of CsI(Tl) detectors allows the use of these detectors with performances similar to the ones typical of solid state detectors, but with the advantage of the larger thicknesses and low cost, i.e. to use the CsI(Tl) as high resolution heavy ion detectors.
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