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Abstract

The acquisition of signals from liquid scintillators with Flash ADC of high sampling rate (I GS/s) has been
investigated. The possibility to record the signal waveform is of great advantage in studies with y’s and neutrons in a
high count-rate environment, as it allows to easily identify and separate pile-up events. The shapes of pulses produced
by y-rays and neutrons have been studied for two different liquid scintillators, NE213 and C¢Dg. A 1-parameter fitting
procedure is proposed, which allows to extract information on the particle type and energy. The performance of this
method in terms of energy resolution and n/vy discrimination is analyzed, together with the capability to identify and
resolve pile-up events. © 2002 Elsevier Science B.V. All rights reserved.

PACS: 29.30.Hs; 29.40.Mc; 29.85. +c; 28.20.—v
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1. Introduction [1-4]. Several properties make such detectors very

appealing: the relatively high light-output, a

Liquid scintillator detectors are widely em-
ployed in studies with fast neutrons and y-rays
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reasonably good efficiency for fast neutrons and
the fast decay time of the light output. The last
feature is particularly useful in those studies where
timing information is required as well as in
measurements characterized by high count
rates. Furthermore, an additional slow component
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which depends on the energy loss density,
makes common liquid scintillators suited for
neutron—gamma discrimination. Several methods
can be used for this purpose. In one of them,
information on the particle type is obtained from
the zero-crossing time of the suitably shaped signal
[5,6]. Alternatively, a double charge integration
can be used, with the two integration gates suitably
chosen so as to extract the relative contribution of
the slow component versus the total light output
[7-9]. The performances of the two methods have
been extensively analyzed and compared [10,11],
even in the presence of pile-up [12], while a new
pattern recognition method has also recently been
proposed [13].

Although the signals of liquid scintillators are
relatively fast, there often exist situations in which
the detectors operate in a high count-rate environ-
ment, so that pile-up between successive events
may occur. In this case, several methods and
electronic circuits have been proposed which allow
to identify and reject pile-up events, thus restoring
the original energy resolution and n/y discrimina-
tion capability [12]. These techniques, however,
cannot be applied when pile-up signals constitute a
large fraction of the detected events. Furthermore,
in high-precision cross-section measurements it is
desirable to record and analyze all events, includ-
ing those that give rise to pile up. This is
particularly important for measurements at the
new neutron time-of-flight facility n_.TOF at
CERN [14]. C¢Dg¢-based liquid scintillators, char-
acterized by a small sensitivity to low-energy
neutrons, will be used to measure (n,7y) cross-
sections relevant for Astrophysics and for applica-
tions to Accelerator Driven Systems for energy
production and nuclear waste incineration [15].
The high instantaneous intensity of the neutron
beam at the n_TOF facility is predicted to result in
a large probability of pile-up events, and an
appropriate strategy has to be applied to identify
and reconstruct such events. A convenient solution
relies on the acquisition of the complete waveform
of the liquid scintillator signals. For this purpose,
Flash ADC (FADC) with sampling rates as high
as 1 GigaSample per second (GS/s), now becoming
commercially available, can be used. They allow to
record the waveform with the necessary accuracy,

even for pulses of few nanoseconds width. The
recorded waveforms can later be analyzed to
extract particle type and energy, to obtain timing
information, and to resolve overlapping signals.
Some disadvantages, however, are still limit-
ing the use of FADC in Nuclear Physics experi-
ments: the large body of generated data, which
often requires a large storage capability, the low
resolution (8 bits) for the FADC with high samp-
ling rate, the need of applying elaborated soft-
ware procedures for signal reconstruction and,
finally, the costs. Nevertheless, FADC may repre-
sent in some cases a more convenient, or even
the only, solution for data acquisition, in parti-
cular, for measurements in high count-rate envir-
onment.

In this paper, we present the results of a FADC-
based method for the acquisition and processing of
signals produced in liquid scintillators detectors by
v-rays and neutrons. In Section 2, the shape of the
signals for the two particle types is analyzed,
resulting in a fitting procedure that allows to
reproduce the signal waveform. In Section 3 the
performance of the method in terms of energy
reconstruction and n/y discrimination is shown,
while the pile-up identification and separation
property of the method is discussed in Section 4.
Conclusions are given in Section 5.

2. Pulse height analysis

The experimental setup consisted of a cylindrical
cell of NE213 liquid scintillator 12.7cm in
diameter and 5.1 cm thick, coupled to a Philips
XP2041 phototube, which was operated with an
EG&G 2041 voltage divider. To reproduce the
conditions typically encountered in measurements
with particle beams, an RG58/U coaxial cable of
30 m length was used to transport the signal from
the detector to the FADC. The Acqiris DP 110 [17]
digitizer, with 1 GS/s sampling rate, 250 MHz
bandwidth and 8 bit resolution, was used to record
the waveform. The module was installed on a PCI
bus of a 500 MHz PC equipped with Windows NT
operating system. The data were subsequently
transferred to a PC with Linux operating system,
and analyzed with the PAW analysis package.
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The pulse shape of a C¢Dyg scintillator, which will
be used for measuring y-rays from capture
reactions at the CERN n_TOF facility, was
investigated in a similar way. This detector
consisted of a cylindrical cell with carbon fiber
walls, 12 cm in diameter and 9 cm thick, read out
by an EMI 9823QKA phototube (see Ref. [16] for
more details).

Events were acquired from a Co vy source and
from an Am/Be neutron source, with an acquisi-
tion threshold on the FADC corresponding
approximately to 200 keV electron-equivalent
(the full scale was set to 2 MeV in the case of
NE213 and 4 MeV for the C4Dg). To extract the
shape parameters for different particle types,
signals from the ®°Co source were analyzed first,
and their shape characterized. y-rays from the Am/
Be source were identified and separated from
neutron-induced signals, which were subsequently
analyzed.

2.1. Shape analysis of vy signals

Fig. 1 shows a typical signal produced in the
NE213 by the ®“Co source, as recorded with the
FADC, at 1 GS/s sampling rate (solid symbols).
The start of the signal was defined, consistent with
the operation of constant fraction discriminators
(CFD), as the time when the signal reaches a fixed
fraction of its maximum—in this case 20%—
minus 2 ns. This definition seems appropriate
not only in the fitting procedure described
later, but also to extract timing information,
needed for example, in neutron time-of-flight
measurements.

As shown in Ref. [18], the signal shape from
scintillation detectors can be obtained by con-
voluting the exponential decay spectrum of the
scintillator with the response function of the PM
tube and readout system. For the case of a single
decay time, this results is the difference between
two exponential terms, one of which relates to the
equivalent RC time constant of the anode,
connecting cable and input stage of the FADC,
and the other to the decay constant of the
scintillator light output (see Ref. [18] for details).
In the case of liquid scintillators, however, a fit
with only two exponential terms does not give
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Fig. 1. Signal produced in the NE213 liquid scintillator cell by
a y-ray from the ®*Co source, acquired with a Flash ADC at
1 GHz sampling rate (solid symbols). The results of the fit
performed with Eq. (2) of the text is shown by the solid line (the
errors on each sample were assumed proportional to the square
root of the ADC channel). The dashed line depict the results of
a fit performed with only the first two exponential terms in

Eq. (D).

satisfactory results, especially at times greater than
50 ns, as shown by the dashed curve in the figure.
This is not unexpected, because of the character-
istic slow decay component of liquid scintillators.
It is therefore necessary to add a second exponen-
tial decay, convoluted with the response function
of the system, to account for the longer tail in
the signal. A more accurate reproduction of the
pulse shape can be obtained with the functional
form:

L :A(e—e(z—zn) _ effls(lfto))
+ B(ef()(tfto) o efil(f*to)). (1)

The use of the additional free parameter ¢ for time
reference is necessary, since the start of the signal,
as defined above, is somewhat conventional and
should be optimized for signal description.

A fit according to Eq. (1) with six free para-
meters (4, B, ty, 0, A and 4) is CPU time
consuming and may not always easily converge to
the best solution, the final convergence depending
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on the initial parameters. To simplify and stabilize
the fitting procedure, it would be desirable to
reduce the number of free parameters by identify-
ing their single best values or finding relations
among them. For this purpose, the following
procedure can be used:

(1) a significant number of events are fitted with
Eq. (1), keeping all six parameters free;

(2) the distribution of the three exponential decay
constants (6, As and /) is determined, and an
average value is extracted for these para-
meters;

(3) keeping the three exponential decay constants
fixed, the events are fitted again searching only
for the time reference o and the normalization
parameters 4 and B;

(4) an average value is chosen for #), and a
relation between 4 and B is found, so that all
events can be fitted with only one normal-
ization constant.

The procedure was applied to 1000 y-ray events of
the °Co source detected with the NE213 liquid
scintillator. The exponential decay constants 6, Ag
and /;, obtained from the six-parameter fit (first
step), present a Gaussian-like distribution with a
standard deviation of ~10%. Once an average
value is determined for these parameters, the
events are fitted again with only the normalization
constants 4 and B, and the time reference as free
parameters. An average value is then chosen for ¢
and for the B/A ratio. As a result, only one free
normalization parameter remains, and Eq. (1) for
v-rays can now be written as

L = A(e~(03/5578 _ o~(-031)/4887

+ O.O16667070.31)/34.276). (2)

It should be noted that the convolution of the slow
component with the response function of the
system, that is the third term in Eq. (1), is much
smaller than all other terms in this case, and can be
neglected. Eq. (2) corresponds to signals of fixed
shape but different pulse height, as one would
expect for particles of the same type but different
energies deposited in the detectors. The fits
performed with Eq.(2) result in an average
reduced, normalized %> only 20% higher as
compared to the value obtained with the six-

parameter fits, thus demonstrating the correctness
of the functional form and, in particular, of the
exponentials chosen. This is also evident in Fig. 1,
with the solid curve representing the results of the
fit with Eq. (2). One can note that the exponential
decay constants in Eq. (2) are slightly different
from the values expected on the basis of the
physical properties of the liquid scintillator, that is
3.7 and 32 ns for the reciprocal of A5 and A4,
respectively. An overall reasonable description of
the pulse shape can be obtained by using these
values for the two exponentials, convoluted with
the response function of the system, but the fit fails
to reproduce the leading edge and the tail of the
signal. Most probably, the reason for this dis-
crepancy is associated with the possible presence of
distortions in the leading edge, and with the effect
of a further fluorescence component characterized
by a lifetime of 270 ns.

A similar approach to the one described above
was used also in the analysis of the C¢Dg detector.
The values of the exponential decay times found
for this scintillator are 1/0 =4.264ns, 1/is =
3.886 ns and 1/7; = 50.73 ns. These values do
not significantly differ from the known physical
properties of the C¢Dg, and are comparable to the
values of the NE213 detector. A larger difference is
observed for the tail content, being the value of the
normalization  constant B/A = 1.472 x 1073,
nearly a factor of 10 lower.

2.2. Shape analysis of neutron signals

The procedure followed for y’s can be repeated
for neutrons in order to find the best shape
parameters for this type of signals. In principle,
one may find different values for all five fixed
parameters (the three decay constants, #, and the
contribution of the slow component). We have
verified, however, that the procedure applied to
neutrons leads to essentially the same three
exponentials as for vy-rays, while a significant
change is observed only for the contribution of
the third term. Since the decay constants of the
scintillator do not depend on the particle type, the
only expected difference between y- and neutron-
induced signals is due to the relative contributions
of the fast and slow components. For the Am/Be
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source, the first step of the procedure can, there-
fore, be skipped by assuming the same decay
constants as for the %Co source. A three-
parameter fit (the three being the time reference
to and the normalization constants 4 and B)
reveals that two branches are observed in the 4-B
plane. Fig. 2 shows the B/A ratio as a function of
A for events from the Am/Be source (the

e

o

r
TTT‘TTTT‘TTTT{TTTT{TTTTNTTTTNTTTTNTTTT

1 l 1 l 1 l 1 l 1 l 1
0O 500 1000 1500 2000 2500 3000
A

T

T

100

T

80

Counts
T

T

60

T

T

40

T

20

T

T T

O L 1 L 1 L 1 L
0.02 0.04 0.06 0.08

B/A

Fig. 2. Correlation between normalization constants for events
from the Am/Be source detected in the NE213 scintillator. The
upper and lower branch correspond to y’s and neutrons,
respectively. The bottom panel shows the distribution of the
B/ A ratio. The first peak in the figure is similar to the peak of
Fig. 3, and is therefore associated to y’s. The second peak
corresponds to neutrons.
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parameter A4 is related to the energy deposited in
the detector by E(keV)~0.5 A). This pattern is
remarkably similar to the typical fast versus tail
plot, obtained from double charge integration (see
Ref. [10] for example), with the two branches
corresponding to neutrons and y’s. The projection
of the B/A ratio, lower panel of Fig. 2, shows two
distinct peaks, the first one corresponding to the
distribution obtained from the ®*Co source, and
thus clearly related to the y-rays emitted from the
Am/Be source, as well as to environmental y’s and
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Fig. 3. Upper panel: the normalization constant of the slow
component B/A versus the overall normalization constant, for
events from the Am/Be in the C¢Dg-based liquid scintillator.
The projection of the B/A ratio is shown in the bottom panel.
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cosmic rays. The second peak corresponds to
neutron events, due to the larger light content in
the tail of signals from heavier particles. An
average ratio of B/A = 4.151 x 1072 is obtained
for neutron events, compared to the value of
1.658 x 1072 found for y-rays.

The results of the shape analysis for the C¢Dg
detector are shown in Fig. 3 (the energy scale in
this case is E(keV)~0.1 A). In the upper panel the
normalization constant of the slow component is
plotted as a function of the signal amplitude for
events from the Am/Be source, with the projection
on the y-axis shown in the lower panel. As for
NE213, the hardware threshold was kept around
200 keV, but a reasonable n/y separation can be
observed only above ~500keV. As discussed
later, because of the limited resolution of the
FADC, the discrimination threshold is affected by
the energy range used, which for the C¢Dg was
almost a factor of 2 higher than for the NE213.

3. Energy resolution and n/y discrimination

As a quality check of the fit, we have compared
the energy spectra obtained by the analytical
integral of Eq. (2) up to 150 ns (Ly), to the result
of numerical integration of the recorded light
output in the same time range (L,). Fig. 4 shows
the energy spectra obtained for the ®°Co source.
The solid symbols represent the result of the fitting
procedure, while the histogram is obtained by
summing together the samples of the digitized
signal. The corresponding event-by-event ratio
between the calculated light outputs is displayed
in the inset. Both the spectra and the ratio indicate
that the fit reproduces the signals reasonably well.
In both cases, the observed resolution (extracted
from analysing the Compton edge) is comparable
to the one obtained with standard acquisition
techniques by means of a charge sensing ADC.

The n/y discrimination method is based on a
comparison of the y> values obtained with the
parameters found for y- and neutron-induced
signals. For each event, two fits are performed
with the shape functions of y-rays and neutrons,
respectively. The difference D = z3 — 3 of the
corresponding normalized »? values is expected to
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Fig. 4. Light output spectrum obtained from the %°Co source
with the NE213 detector. The symbols represent the results
obtained by the analytical integral of the shape function given
by Eq.(2), while the histogram is obtained by summing
together all samples of the digitized signal. The inset shows
the event-by-event ratio of the light outputs reconstructed with
the two methods. The FWHM of the ratio is 2.2%.

be negative in case of a y-ray, and positive for a
neutron. Fig. 5 shows the difference for events
from the Am/Be source detected in the NE213
scintillator. For comparison, the shaded area
represents the y> difference for the °*Co source.
The discrimination capability is remarkably good
all the way down to the hardware threshold of
200 keV. Although the actual limit of the identi-
fication method has not been investigated, the
results here shown indicate that the discrimination
power of the present method is comparable to
other methods currently employed (zero cross-over
time or double integration). A current limitation,
however, is represented by the low resolution of
the FADC (8 bits for commercially available fast
modules), which hampers the accurate fit of the
tail for signal amplitudes below 10% of the ADC
range. This is illustrated by the analysis of the
C¢Dg detector (Fig. 3), which presents an identi-
fication threshold similar to the NE213 in ADC
channels, but almost a factor of 2 higher in
deposited energy, as expected from the larger
energy range used with the C¢Dg.
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Fig. 5. Difference between the normalized y*>’s obtained by
fitting the signals from the NE213 detector with the shape
functions corresponding to y’s and neutrons (see text for
details). The region of negative difference corresponds to y-rays
(or cosmic rays), while positive differences identify neutrons.
The dashed area represents the n/y discrimination pattern for a
0Co source.

4. Treatment of pile-up events

The main advantage of using FADC for
acquisition of signals from liquid scintillators
resides in the possibility to identify and reconstruct
pile-up events. Contrary to other hardware-based
methods, the analysis of the entire pulse waveform
in the presence of pile-up should, in principle,
allow to disentangle the two overlapping signals
and to provide reliable information on the type
and energy of both particles giving rise to the pile-
up event (provided that a minimum time separa-
tion exists between the two signals). The method
proposed here consists in fitting the first signal up
to the start of the second one. The analytical
function obtained from the fit is subtracted, thus
isolating the second (or later) signal, which can
then be separately analyzed.

The reconstruction of both components in a
pile-up event depends primarily on the time
separation between the two signals, i.e. on the
range in which the fit of the first signal can be
performed. A minimum fit interval that still leads

to stable results for the first signal was found to be
around 40 ns. Nevertheless, one cannot say a
priori what influence the subtraction of the first
signal bears on the reconstruction of the second.

In order to check the accuracy of the method
for pile-up identification and reconstruction, a
large number of pile-up events was generated
starting from individual signals recorded with the
®0Co source. Pairs of single events were randomly
chosen and added together with a time
separation varying between 20 and 100 ns in
steps of 20 ns (the two individual signals were
also stored in a separate file for comparison).
First, a pile-up event is identified, and the time
separation between the signals determined. The
adopted criterion requires that two maxima are
detectable within 250 ns after the start of the first
signal (after this period the first signal has decayed
to a negligible level, so that the occurrence of a
second signal does not constitute a pile-up event).
To avoid the misinterpretation of secondary
maxima produced by fluctuations in the signal,
mainly due to noise, positive and negative
derivatives of at least 20% of the signal 4 ns
before and after the maxima are required, respec-
tively. After determining the position f#, of the
second maximum, a fit of the first signal is
performed up to the start of the second signal
(t,—06 ns). The resulting analytical function is then
subtracted from the original event, so that a fit of
the remaining signal can be performed. Fig. 6
shows the result of this procedure for signals
separated by 20 and 60 ns, respectively.

The accuracy of the pile-up identification and
separation can be inferred, as before, by compar-
ing the analytical integral of the fitting function L¢
with the numerical integral of the two original
signals L,. In Fig. 7 the width of this ratio is
plotted for both signals of the pile-up event as a
function of the time difference between over-
lapping signals. Obviously, the uncertainty of
the reconstruction 1is particularly large for
small time differences, since the second signal is
strongly affected by the tail of the first one.
However, a separation of 40 ns seems to be suffi-
cient to ensure the reliable analysis of both signals.
Although a more detailed analysis should take
into account, together with the time separation
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Fig. 6. Software-generated pile-up events for signal separations
of 20 and 60 ns, respectively. The reconstructed pile-up pulse is
shown in the figure (solid histogram), together with the
individual fit functions (dotted and dashed histograms for the
first and second pulse, respectively).

between signals, their relative amplitude, the
results shown here provide some indications on
the capability of the method to reconstruct pile-up
events.

5. Conclusions

The possibility to acquire the signals of NE213
and Cg¢Dg liquid scintillators by means of high-
frequency FADC has been investigated. Once the
pulse shape has been determined for y’s and
neutrons, 1-parameter fits can be applied in order
to extract information on the particle type and
energy deposited. The accuracy of the method has
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Fig. 7. For simulated pile-up events in the NE213 detector, the
standard deviation of the ratio between the total charge of the
reconstructed signals (L¢) and the charge of the original signals
(L,) is shown as a function of the time separation. L is
obtained by analytical integration of the shape functions after
fitting the pile-up signals, while L, represents the numerical
integral of each individual signal used to simulate the pile-up.

been validated by comparing the energy spectra
and n/y discrimination capability obtained from
the fit with those obtained by numerical integra-
tion of the sampled signal. The performance of this
innovative method, both in terms of energy
resolution and particle identification is comparable
to that of standard methods based on charge
integration or zero crossing.

For software-generated pile-up events, the cap-
ability of the method to identify and reconstruct
the individual signals has been tested. Contrary to
typical electronic circuits for pile-up rejection, the
recording of the original signal allows to disen-
tangle and separate the overlapping signals in the
pile-up event reliably, provided that their time
difference exceeds 40 ns. The method presented
here may be of advantage in studies with neutrons
and y-rays at high count rates, where an accurate
identification and counting of all events is
required. In view of these properties, signal
reconstruction based on fast FADC will be used
in high-resolution measurements of neutron cross-
sections with C¢Dg detectors at the new time-of-
flight facility at CERN.
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