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Abstract

The accuracy of the pulse height weighting technique for the determination of neutron capture cross-sections is

investigated. The technique is applied to measurements performed with C6D6 liquid scintillation detectors of two different

types using capture samples of various dimensions. The data for well-known ðn; gÞ resonances are analyzed using weighting
functions obtained from Monte Carlo simulations of the experimental set-up. Several causes of systematic deviation are

identified and their effect is quantified. In all the cases measured the reaction yield agrees with the standard value within 2%.

r 2003 Elsevier B.V. All rights reserved.
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1. Introduction

There has been in recent times a renewed
interest in high accuracy neutron cross-section
data. The sources of this interest are to be found in
the field of nuclear technology, in particular in
relation to the concept of Accelerator Driven
Systems (ADS) and the transmutation of nuclear
waste, and in the field of Nuclear Astrophysics. In
those disciplines the need has arisen to explore new
regions of the nuclear chart and/or new energy
regimes where scarce or discrepant data exists, or
simply it was found that the precision of existing
data does not suffice. The n TOF experiment at
CERN [1], has the aim of obtaining high-quality
data relevant to both fields of research as well as to
basic nuclear physics. Radiative capture measure-
ments on a series of key isotopes with improved
accuracy down to 2–3% are an important part of
the planned experimental programme. These
measurements will be performed by the method
of counting the number of capture g-ray cascades
as a function of the neutron time of flight, allowing
energy differential cross-section determinations in
the neutron energy range from about 1 eV to
1 MeV: In the first phase such experiments are
carried out using a set of a few C6D6 liquid
scintillation detectors. In the second phase a 40
BaF2-crystal Total Absorption Calorimeter
(TAC), presently under construction, will be
employed. The more complex and costly TAC
will allow the measurement of some essential
radioactive and rare material samples. On the
other hand the lower neutron sensitivity of the
C6D6 detectors is of advantage for the measure-
ment of samples with a high neutron scattering to
capture ratio. However, in this case the simplicity
of the experimental set-up is counterbalanced by
the more involved analysis procedure, the so-called
Pulse Height Weighting Technique (PHWT), which
requires the ‘‘a posteriori’’ manipulation of the
previously determined detector response function.
The goal of a few percent accuracy on the ðn; gÞ

cross-sections can only be achieved when all the
sources of systematic uncertainties are well under
control. This triggered a detailed investigation of
the sources of error associated with the principles
of the PHWT itself, in particular of the use of
Monte Carlo (MC) simulations to model the
detector response. In Section 2, we present in
abbreviated form the results of our previous
studies [2], supporting the conclusion that indeed
the necessary degree of accuracy could be attained.
Therefore it was decided to dedicate a part of the
available beam time, after the commissioning of
the installation, to its experimental verification.
For this purpose a selected set of test measure-
ments was performed using the experimental
apparatus available at n TOF. The relevant details
of those measurements are described in Section 3.
The data analysis procedure and the results
obtained are presented in Section 4. Section 5
summarizes the conclusions.
2. Pulse height weighting technique issues

The PHWT is based on an original idea from
Maier-Leibnitz [3] and requires the use of a low-
efficiency g-ray detector, such that one and only
one g-ray out of the capture cascade is registered
at a time (condition I), but with detection
efficiency eg proportional to the photon energy
Eg (condition II):

eg ¼ aEg: ð1Þ

Under these conditions the efficiency for detect-
ing a cascade ec will be proportional to the known
cascade energy and independent of the actual
cascade path

ec ¼
X

j

egj
¼ aEc: ð2Þ

Apart from the detection of background counts
(i.e. counts not related to sample capture g-rays),
condition I is affected by several sources of error:
(a) the detection of more than one g-ray per
cascade, (b) the loss of cascade g-rays due to the
electron conversion process, and (c) the loss of
cascade g-rays due to noise rejecting thresholds.
All three types of systematic error are best
considered together, and can be estimated by the
MC method as will be explained later.
Condition II, i.e. the proportionality of the

efficiency with the g-ray energy is achieved
through the manipulation of the detector energy
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response distribution RðEÞ (or its energy binned
equivalent Ri) by the introduction of a ‘‘pulse
height’’ (i.e. deposited energy) dependent weight-
ing factor W ðEÞ; which is to be applied to each
registered count. The smooth (in practice poly-
nomial) dependence of the weighting factor on the
energy is determined by a least-squares fit to a
number of g-ray responses in the energy range of
interest (up to about 10 MeV)

min
X

j

X
i

WiR
j
i � aEgj

 !2
: ð3Þ

Obviously, the adequacy of the Weighting
Function (WF) employed, is the most conspicuous
source of systematic error of the PHWT.
Historically, the detector response distributions

needed to calculate the weighting factors were
initially obtained from MC simulations, due to the
difficulty of obtaining mono-energetic g-ray sources
in the energy range of interest. In the early 80s a
serious discrepancy was found between the neutron
width Gn obtained by capture measurements using
the PHWT and the one obtained from transmission
measurements for the well-known 1:15 keV reso-
nance in 56Fe: After thorough investigations it
became clear that the problem had its origin in the
MC-simulated response distributions.
This conclusion was mainly supported by care-

ful measurements at Geel [4] of mono-energetic
g-ray responses up to 8:4 MeV: The method
employed was the coincidence technique for two-
gamma cascades populated in ðp; gÞ resonance
reactions in light nuclei. The measurements were
performed with a detector arrangement employed
in the ðn; gÞ measurements plus a high-resolution
Ge detector for tagging one of the two g-rays. The
reaction target consisted of a thin material deposit
on a 0:3 mm Ta backing. The extracted experi-
mental WF when applied to the capture data on
thin samples ð0:5 mmÞ gave a cross-section in
agreement with the standard transmission value
for the 1:15 keV resonance in 56Fe: Therefore, it
was proposed to use the ðp; gÞ WF for the ðn; gÞ
measurements. However it was also recognized
that the cause of the discrepancy between the
MC-simulated response and the measurement was
due to the large influence of the materials
surrounding the source which produce secondary
radiation. This includes the sample under study
itself, casting doubts on the universality of the WF
so determined. In fact the MC method seems the
only practical method to take into account the
systematic differences of the various sample/
detector arrangements. At Oak Ridge [5] the MC
method was further investigated and it was found
that the EGS4 code [6] gave a satisfactory Gn value
for the 1:15 keV resonance in 56Fe measured with
their experimental capture set-up using samples of
0:5 mm and 1:2 mm thickness. However [4], they
were not able to produce the same result for the
data measured with the Geel set-up.
In view of this unclear situation we have re-

investigated the issue of the accuracy of the MC
simulations, in particular whether the differences
between simulation and measurement could be
due to insufficient detail in the description of
the measuring set-up or rather due to a poor
implementation in the MC code of the relevant
physical processes in the generation and interac-
tion of the secondary radiation. The simulation
package GEANT3 [7] was chosen based on our
previous successful experience with it and its
capability of defining complex geometries. The
code was used to extensively investigate the
response of the ðp; gÞ experimental set-up described
in Ref. [4] in the photon energy range
1.2–8:4 MeV: The detailed geometric description
of the beam line, target and detectors was
reproduced in the simulation. The main results of
this study can be summarized as follows [2]:
(1)
 The shape of the measured response distribu-
tion is well reproduced by the simulation
throughout the whole g-ray energy range. The
absolute value of the efficiency is well
reproduced at the higher energies but there
is a tendency to overestimate it at low
energies, by up to 18% at 1:2 MeV: The same
behaviour was obtained when the MCNP [8]
simulation code was employed. The reason for
this discrepancy is not clear.
(2)
 At high g-ray energies the contribution to the
detection efficiency of the secondary radiation
produced in the dead materials is very large:
close to 40% around 8 MeV: The contribution
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of the detector dead material itself is negligible
compared with the contribution of the ðp; gÞ
target backing (0:3 mm thick Ta plate) in this
set-up. Therefore, the experimentally deter-
mined weighting function could produce
erroneous results depending on the sample.
The latter point was verified experimentally by
Fioni et al. [9] by comparing the PHWT result for
the 1:15 keV resonance in 56Fe using the experi-
mental WF of Ref. [4] for samples of different
thicknesses and compositions: 0.5, 1.0, and 1:5 mm
Fe samples, a 4:1 mm Fe2O3 sample, and a
sandwich of five Fe samples with four Au samples
totalling a thickness of 2.2 and 0:6 mm respec-
tively. All samples were 8 cm in diameter. The
measurements for the single metallic and oxide
samples were normalized to the measurement of
the 4:9 eV resonance in 197Au performed with a
0:1 mm thick Au sample, while the sandwich
sample provides self-calibration. The neutron
width Gn extracted in Ref. [9] from the capture
measurement, normalized to the standard trans-
mission value, is shown in Fig. 1 (triangles). This
figure clearly illustrates the complex dependency of
the extracted result on sample thickness and
composition: the thick sandwich sample (2:2 mm
Fe) gives a result in agreement with the transmis-
sion value as well as the thinner metallic samples
(0.5 and 1:0 mm), while the 1:5 mm metallic
0.8
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Gn ¼ 61:7ð9Þ meV: Triangles: experimental values from
[9], circles: MC simulation.
sample and the Fe2O3 sample clearly deviate. This
lead the authors to recommend the use of the
experimental WF only for thin samples. However
we should point out that some of the planned
measurements at n TOF would require the use of
rather thick samples in order to keep the amount
of beam time within reasonable limits.
In addition to showing the limitations of the WF

from Ref. [4], the detailed experimental informa-
tion of Ref. [9] gave us the possibility of
performing an indirect check of the accuracy of
our MC simulation. This was achieved by per-
forming a simulation of the measurement itself
and applying to the simulated deposited energy
spectra the experimental WF of Ref. [4]. In order
to have a realistic simulation of the measurement,
capture cascades of appropriate energy and multi-
plicity distribution have to be generated for the
197Au and 56Fe resonances. The statistical model
of the nucleus provides such a possibility through
the application of the MC method as is detailed in
Ref. [2]. The result of the simulated experiment
(circles) is compared to the measurement in Fig. 1.
As can be observed the simulation reproduces
closely the staggering of the experimental points.
That is to say, the simulation reproduces the
differences in the response functions for the different
set-ups, while the experimental WF cannot. Ob-
viously if the simulated measurements were ana-
lyzed with the simulated WF in each case all the
values would be consistent with the transmission
value, giving a strong indication that indeed a few
percent accuracy could be achieved with the PHWT.
Following these considerations it was found

pertinent to perform a direct verification of the
degree of accuracy which can be achieved with the
PHWT using MC-based WF, carrying out several
measurements of the particularly sensitive
1:15 keV resonance in 56Fe using different sample
sizes and experimental set-ups, which were antici-
pated will be used at the n TOF installation, as is
described in the following sections.
3. Experiment

At n TOF much attention has been paid to the
minimization of the intrinsic neutron background
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Fig. 2. Left: general view of the experimental arrangement

showing the sample changer and C6D6 detectors. Right: details

of the geometrical description as implemented in the Geant4

code.
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of the installation through a careful shielding
design. Despite these efforts the neutron sensitivity
of the detectors is of concern since the measured
sample itself becomes a source of background
neutrons through scattering. Two different sets of
C6D6 detectors with different neutron sensitivities
have been developed at n TOF for capture
experiments [10]:
(a) a set of four commercial BICRON detectors

modified for low neutron sensitivity, with thinned
Al capsule walls (front wall 1:0 mm; side wall
0:4 mm), removable TEFLON expansion tubing
and a Photonis XP1208 boron-free glass window
photomultiplier tube (PMT). The 0.6l liquid
scintillator cell ð76:2 mm� 101:6 mm +Þ is en-
closed by a 9:5 mm thick quartz window.
(b) a set of two carbon fibre cell detectors (wall

thickness: 0:4 mm) with no quartz window for ultra
low neutron sensitivity with a volume of 1.0l
ð78 mm� 127:3 mm +Þ assembled at Forschungs-
zentrum Karlsruhe (FZK). The PMT used was the
model 9823 from EMI with a quartz window.
Since both types of detector are envisaged for

use in capture measurements they were both
employed in the test measurements.
The standard capture experimental set-up in-

cludes a carbon fibre sample changer [11] which
allows the placement under vacuum of up to 10
different samples in the neutron beam through
remote control. Carbon fibre was preferred to
aluminium (a) because the latter has a resonance-
dominated capture cross-section for background
neutrons and (b) to minimize the influence of dead
material close to the sample on the detector
photon response according to the findings of the
MC study reported in Section 2. A horizontal
beam tube of 1 m length and 50 mm inner
diameter is crossed vertically by a 1 m long and
80 mm inner diameter tube containing the mova-
ble sample holder. Both tubes have a thickness of
2 mm: The sample holder is 1 m long, 7 cm wide
and 0:4 mm thick, with ten 5 cm diameter holes
made every 10 cm for the samples. The samples
themselves are placed in the centre of a 7 cm�
7 cm� 0:6 mm frame with a 5 cm diameter hole
using a thin Kapton foil.
The neutron beam profile [12] at the sample

position (at L ¼ 185:05 m from the proton spalla-
tion target) is limited to a diameter of 4 cm by the
collimators in use and has an approximate
Gaussian shape with s ¼ 7 mm; slightly off
centred ðDx ¼ 1:5 mmÞ in the horizontal direction.
Therefore the standard sample diameter is chosen
as 4:5 cm; but for low mass samples, smaller
diameters of about 2 cm are chosen in order to
optimize the reaction yield.
Two different sets of measurements, separated

in time, were carried out, each using one of the
above-mentioned detector types (BICRON and
FZK in short). In each case, two detectors were
placed in horizontal position at y ¼ 90� on each
side of the neutron beam and close to the sample
changer vertical tube, in such a way that the
distance to the centre of the sample was dC4:2 cm:
The detectors were hanging from the ceiling with
thin ropes, in order to minimize dead material and
background sources close to the detector-sensitive
volume. In this disposition, the MC calculated
detection efficiency for Eg ¼ 1:27 MeV and an
electronic threshold of 100 keV was eg ¼ 3:3% for
a BICRON detector and eg ¼ 4:7% for a FZK
detector. Fig. 2 shows a schematic drawing of the
detector set-up.
Thin and thick samples of natural Fe with

different diameters were used, their total number
being limited by the available beam time. For
normalization purposes both Au (thin and thick)
and Ag samples were used, which have well-known
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strong resonances at ER ¼ 4:9 eV and ER ¼
5:2 eV; respectively. The dimensions of the differ-
ent samples measured for each detector set-up are
given in Table 1 together with the total number of
accelerator protons Np employed in each case
which is proportional to the number of neutrons
incident on the sample.
The neutrons are produced through the spalla-

tion process induced by the pulses from the CERN
Proton Synchrotron (PS) impinging on a Pb target
with an energy of Ep ¼ 20 GeV: The proton pulses
having a duration of 14 ns (FWHM) and an
intensity Ip in the range 3–7� 1012 protons per
pulse, hit the target every 2:4 s (or multiples of this
quantity). This very low duty cycle is one of the
key features of the n TOF installation because it
not only provides the possibility to measure
radioactive samples with a greatly improved signal
to background ratio, but also has allowed the
implementation of a zero dead time and full
information preserving Data Acquisition System
(DAQ) [12]. The system front end electronics is
based on Flash Analog to Digital Converters
(FADC) which sample and store the full analogue
waveform provided by the detector (in the case of
the C6D6 detector, the PMT anode signal) starting
at the proton pulse arriving time. We have used
commercial ACQIRIS 8-bit digitizers with a
sampling frequency of 500 MHz and 8 MBytes
of memory, allowing us to register the signals
produced by neutrons arriving as late as 16 ms
(equivalent to En ¼ 0:7 eV) after the start pulse.
Table 1

Samples measured for each detector set-up

Set-up Sample/

dimensions

(mm)

Thickness

(atoms/barn)

Number of

protons

BICRON Au 0:1� 45 6:32� 10�4 1:23� 1016

Fe 0:5� 45 4:18� 10�3 2:59� 1017

Ag 0:2� 20 1:19� 10�3 8:72� 1015

Au 1:0� 20 5:58� 10�3 5:27� 1016

Fe 1:5� 20 1:25� 10�2 2:05� 1017

FZK Au 0:1� 45 6:32� 10�4 6:71� 1015

Fe 0:5� 45 4:18� 10�3 1:37� 1017

Fe 2:0� 45 1:71� 10�2 5:69� 1017
An on-line zero suppression system which sup-
presses digitized values below a given threshold
and software compression allows a considerable
reduction in the amount of data to be stored. The
DAQ software simultaneously collects the infor-
mation from all relevant detectors, monitors, etc.
and sends it via a fast electronic link to the CERN
Central Data Recording Facility (CDR) for
permanent storage.
In order to have direct monitoring of the

number of neutrons arriving at the sample a
system based on the 6Liðn; aÞt reaction was used.
Four large area Si detectors are used to detect the
reaction products coming from a 200 mg=cm2 thick
and 6 cm diameter 6Li deposit on a 3 mm mylar
foil. The Silicon Monitor (SiMON) is installed in a
vacuum chamber 2:5 m upstream from the sample
changer. A preamplifier and a shaping amplifier
are used to transform the detector signals before
being sent to the digitizer.
The energy calibration of the C6D6 detector

response was carried out using three reference
photon sources: 137Cs ð0:66 MeVÞ; 60Co (1.17 and
1:33 MeVÞ and 238Pu=13Cða;nÞ16O ð6:13 MeVÞ:
The calibration in energy was obtained from a
comparison of the measured energy spectra with a
GEANT MC simulation of the sources. This
procedure also yielded the calibration of the
instrumental widening (assumed Gaussian) neces-
sary to convolute the zero width MC responses,
prior to the calculation of the WF. A linear energy
calibration was found to be adequate in the case of
the FZK detectors over the whole energy range,
while for the BICRON detectors two different
linear calibrations were used below and above
0:9 MeV: The energy dependence of the Gaussian
width was found to be adequately represented by
s2instr ¼ 3E for the BICRON detectors and s2instr ¼
6E for the FZK detectors, when the energy is
expressed in keV.
4. Results and discussion

4.1. Weighting function calculation

The WF were obtained from MC simulations
of the photon response distributions for each
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particular experimental set-up, with the sample
itself included in the definition of the set-up. Both
the GEANT3 package and the more recent Geant4
[13] package have been used to perform the
simulations, in order to check for code-related
systematic differences. Both codes have an ade-
quate description of the electromagnetic processes,
and the comparisons which we have made with
other standard codes as MCNP and PENELOPE
[14], for selected g-ray energies and simplified
geometries, show good agreement between all of
them. The powerful geometry package of
GEANT3 and Geant4 facilitates the implementa-
tion of the detailed geometry of the set-up, as
shown in Fig. 2 for the Geant4 case. The
geometrical description includes the sample chan-
ger and the detector with the PMT, although it
was found that the latter has only a minor effect
on the simulated response. In the case of GEANT3
the automatic tracking option ðAUTO ¼ 1Þ was
employed since it was verified that a more detailed
and time consuming tracking of the secondary
electrons produces negligible differences in the
response. In the case of Geant4 the Standard
Electromagnetic Package was used and the track-
ing cut length was lowered to 0:01 mm; when a
stable result was achieved.
The deposited energy distribution in the sensi-

tive detector volume was simulated for 12 g-ray
energies Eg in the range from 0.1 to 10:5 MeV: For
each energy, 5� 106 photons were isotropically
emitted starting randomly from the sample volume
with a radial probability distribution following the
neutron beam profile (see Section 3). It was
verified that the depth distribution had a marginal
effect on the results, although in principle this
distribution is very different for weak resonances
(practically uniform) and strong resonances (sur-
face peaked) in the capture measurements.
The energy spectra were histogrammed using

bins of width DE ¼ 50 keV; convoluted with the
Gaussian representing the instrumental resolution
and normalized to the total efficiency to obtain R

j
i :

In the upper part of Fig. 3 is shown a set
of simulated responses for one of the samples.
In order to obtain the weighting factors as a
function of the energy Wi it was assumed that they
can be adequately represented by a polynomial of
degree 4, so that Eq. (3) was rewritten (taking the
proportionality factor a ¼ 1):

min
X12
j¼1

X210
i¼1

X4
k¼0

akðði � 0:5ÞDEÞkR
j
i � Egj

 !2
: ð4Þ

The minimization performed using the code
MINUIT [15], gives the polynomial coefficients ak:
Tests were performed using a larger number of
photon response distributions and/or polynomial
degree, showing a negligible influence on the WF.
The WF obtained for two different Fe samples are
displayed in the lower part of Fig. 3, illustrating
the effect of the sample size.
In order to estimate the statistical uncertainties

in the WF obtained, instead of trying to introduce
the covariance matrix of the simulated responses
into Eq. (4), we have followed a different proce-
dure. This consisted of simulating a large number
Nc of random g-ray cascades with a fixed cascade
energy Ec using the same code employed to obtain
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the mono-energetic response functions in each
case, with the photons in the cascade being emitted
sequentially. According to the principles of the
PHWT the weighted sum of the contents Ni of the
simulated energy spectra (conveniently broadened)
should be equal to the product of the cascade
energy and the number of cascades:X

i

WiNi ¼ NcEc: ð5Þ

Therefore the deviations from this value are a
measure of the uncertainty in the WF. It was
verified that in all the cases the deviations were
below 0.6%. The same method was used to verify
the effect of the instrumental width used to
convolute the MC on the WF, showing variations
of a few per mil for reasonable variations of the
width. A value of 0.3% will be used as the
statistical uncertainty associated with the WF.

4.2. Data analysis

In order to apply the PHWT, for each registered
signal the Time Of Flight (TOF) and the deposited
energy have to be determined. In the case of the
first set of measurements a simple analysis algo-
rithm was used to extract this information from
the data stored for each proton pulse. The
digitized PMT signal is searched sequentially for
values exceeding a given threshold and the time
tstart at which the signal rises from the base line is
determined. Starting from this time the signal is
integrated backwards during Dt ¼ 500 ns in order
to determine the average height of the base line,
and Dt ¼ 68 ns in the forward direction to
determine the total charge (after correcting for
the base line). These integration time values were
determined empirically to give the best energy
resolution. A more time consuming analysis
algorithm based on pulse shape fitting was used
for the second set of measurements. It uses an
experimentally determined pulse shape and a
polynomial base line to obtain the integrated
charge of successive pulses in an iterative fitting
procedure. This algorithm was developed to
handle situations of rapidly changing base line
and/or high pulse pile-up rate. This is not the case
for the resonances analyzed and in fact they were
used to test the new algorithm, giving results
consistent with the previous algorithm.
The time–charge information, together with the

information from the Si monitor (see below), the
pulse proton intensity and other control para-
meters is stored as a formatted list for further
processing with the ROOT software package [16].
The time tstart is converted into TOF using as
reference the easily identified accumulation of
signals coming from photons and relativistic
particles originating at the proton impact on the
spallation target. The integrated charge is con-
verted into energy using the calibration obtained
from the radioactive sources. With this energy the
weight is calculated from the corresponding WF
and accumulated in a TOF histogram of adequate
bin size. Only counts with energy larger than a
given threshold are accumulated in order to
eliminate the noise in the detector. The threshold
used was Ethr ¼ 150 keV for the BICRON detec-
tors and Ethr ¼ 250 keV for the FZK detectors. An
upper energy threshold of 10 MeV was also
applied as a means to reduce background counts.
The histogram of weighted counts NW is trans-
formed into an experimental yield Y exp histogram
using the relation:

NW ¼ Y expNnEc ð6Þ

where Nn is the total number of neutrons arriving
in the TOF bin and Ec the capture energy which
represents the detection efficiency according to the
PHWT. The capture energy in turn is the sum of
the neutron energy En (obtained from the TOF)
corrected for the recoil and the neutron sepa-
ration energy Sn: The number of neutrons per
bin was obtained from a parameterization of
the neutron intensity given by In ¼ 1:522�
104E�0:98

n neutrons=eV per 7� 1012 protons, with
En expressed in eV. This parameterization fits well
the preliminary data obtained from a 235U fission
chamber [12] in the region 1 eV–5 keV: For the
samples with the small diameter ð20 mmÞ the
neutron intensity will be multiplied by a factor
0.59 obtained from the MC simulation of the
neutron beam optics. As will be explained later,
for the present study the precise form of this curve
is not required since only relative values will be
compared. The total proton pulse intensity as
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registered by a beam current transformer located
in front of the Pb spallation target was initially
used to determine Nn from the parameterization. It
was subsequently found that there were too large
deviations of the beam current reading for some
proton pulses and therefore the Si monitor
information was used to correct the data. The
digitized Si amplifier signal was analyzed to obtain
the time of occurrence and amplitude (i.e. max-
imum value corrected for base line) of each
detector pulse. The spectrum of amplitudes
showed a peak corresponding to the energy
deposited by tritons clearly separated from a lower
broad structure produced by the alpha particles, as
expected for the chosen 6Li deposit thickness. The
number of counts registered in the triton peak with
TOF corresponding to neutron energies in the
range 1 eV–10 keV was used as reference to
monitor the number of incident neutrons. The
alpha particle signals were not used in order to
avoid the effect of the electronic threshold.
The experimental yield was analysed using

the multilevel R-matrix code SAMMY [17] to fit
the yield data in the relevant region around the
resonance energies. The fit function used has the
form

Y exp ¼ AY the þ B ð7Þ

where Y the is the theoretical yield calculated by
SAMMY, A is a normalization factor, and B a
function to adjust the background shape in this
region. The theoretical yield is calculated from the
sample thickness and composition, and the known
resonance parameters taken from data compila-
tions [18]. It also includes several experimental
effects: (i) the sample self-shielding, (ii) the broad-
ening due to the thermal motion of atoms in the
sample calculated from the temperature (which
dominates the resonance width at the energies
considered), (iii) the broadening due to the
neutron beam resolution function, obtained from
a MC simulation [12] of the spallation-moderation
process induced by the proton pulses in the n TOF
target assembly, and (iv) the distortion effect of
single and double neutron scattering in the sample
before capture. The fit parameters are the normal-
ization factor A and the background function B;
which in fact was found to be well represented by a
constant term. The resonance energy ER was also
allowed to vary in order to be independent of the
accuracy of the neutron energy versus TOF
calibration. We show in Fig. 4 examples of the
quality of the fits achieved.
All the relevant information is contained in the

yield normalization factor A given by the fitting
procedure. In Table 2 we present the values of A

and their uncertainty for all the samples measured
using the WF calculated with GEANT3 simulated
responses. In the ideal situation, this factor A

should be equal to unity for a well known
resonance. In practice it is affected by a number
of systematic deviations including the one we are
interested in: the accuracy of the WF. Therefore in
order to extract information on the latter the other
systematic corrections have to be accounted for.
The exact shape and absolute value of the

neutron intensity versus energy distribution used
to calculate the yield obviously affect the value of
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Table 2

SAMMY fit yield normalization factor and the correction factors for each measurement

Set-up Sample/dimensions (mm) ER A f Si f thr Acorr

BICRON Au 0:1� 45 4:9 eV 0.811(3) 1.000(9) 1.045(4) 0.847(9)

Fe 0:5� 45 1:15 keV 0.780(10) 1.020(7) 1.002(4) 0.797(12)

Ag 0:2� 20 5:2 eV 0.812(3) 1.023(10) 1.026(4) 0.852(10)

Au 1:0� 20 4:9 eV 0.802(2) 0.997(7) 1.060(4) 0.847(10)

Fe 1:5� 20 1:15 keV 0.827(8) 1.001(7) 1.009(4) 0.835(11)

FZK Au 0:1� 45 4:9 eV 1.024(4) 1.000(22) 1.056(4) 1.081(25)

Fe 0:5� 45 1:15 keV 1.034(10) 1.011(16) 1.009(4) 1.055(20)

Fe 2:0� 45 1:15 keV 0.933(5) 1.084(17) 1.018(4) 1.030(18)
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A: This dependence plays no role if we compare
the ratios between the value for the Fe sample
ðER ¼ 1:15 keVÞ and the value for the reference
sample, since the resonance energies are very close
for Au ðER ¼ 4:9 eVÞ and Ag ðER ¼ 5:2 eVÞ: In
this way we also eliminate other systematic effects
which may affect the calculated WF but are
somehow of a trivial nature, namely the exact
positioning of the detector with respect to the
sample or the exact volume of the liquid scintil-
lator, which introduce only a multiplicative factor
in the WF and therefore cancel out in the ratio. It
should be remembered that in fact the use of a
reference is the standard procedure followed to
extract the cross-section in this type of experi-
ments.
We should also consider the systematic devia-

tion that can be introduced by a wrong C6D6

energy calibration. The calculated weight is quite
sensitive to the energy calibration as can be
deduced from Fig. 3. However, the sensitivity of
the yield (accumulated weights) is reduced if values
relative to a reference sample are used. The
sensitivity is then related to the differences in the
energy deposited spectra and WF of the measured
sample with respect to the reference sample.
Actually the nuclear structure and capture energy
determine the spectrum of Fe ðSn ¼ 7:646 MeVÞ to
be much harder than the spectrum from Au ðSn ¼
6:512 MeVÞ: From the fits to the energy calibra-
tion sources we can estimate the uncertainty in the
slope of the calibration to be of the order of72%:
Changing the slope of the calibration by this
amount has a negligible effect on the relative
normalization factors. Even a change of 5% in the
slope produces a change of only 0.3% in the
relative values.
As mentioned earlier, it was found necessary to

introduce a correction based on the Si monitor
data to the number of neutrons arriving at each
sample as calculated from the proton intensity.
Since the SiMON data is not absolutely calibrated
this correction is necessarily relative. Moreover
since during the second set of measurements a new
Li foil was employed and only two out of the four
Si detectors could be used, the correction will be
made relative to the thin Au sample independently
for both measurements. The correction factor f Si is
listed in Table 2, the uncertainty being due to the
statistics.
The noise rejecting threshold in the deposited

energy obviously produces a loss of counts. If
these counts are coming from photons for which
part of the response lies above the threshold, the
loss can be corrected by the WF if Eq. (4) is
modified to make the summation on the energy
index i starting at the threshold and not at zero
energy. The loss of counts due to responses lying
below the threshold can only be estimated with a
model to predict such counts. It is therefore
important to keep this threshold as low as
possible, but it is still necessary to evaluate its
effect. We have used the statistical model of the
nucleus for this purpose.
An MC code was written [2] to generate g-ray

cascades from the capture resonances using
levels and branching ratios obtained from the
statistical model at high excitation energies and the
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experimental level scheme at low excitation en-
ergies. Recommended parameters [19] were used to
obtain appropriate level densities and gamma
strengths for the model. The cascades are fed to
the event generator of the GEANT simulation for
the experimental set-up and the deposited energy
spectrum is calculated. From this spectrum the
weighted sum (Eq. (5)) with a given WF and
threshold is calculated and normalized to the
number of cascades times the cascade energy. It
was mentioned earlier that this normalized sum
should be equal to 1 for the correct weighting
function and it was verified that indeed it agreed
within 0.6% in all the cases for a threshold Ethr ¼
0: The deviation from unity of the normalized
weighted sum for a WF derived with a given
threshold when the sum is performed with the
same threshold measures the importance of
the signals lying below that threshold. From the
simulations it was found that this effect amounts
to about 0.5% for the Fe samples and about 3%
for the reference samples (Au, Ag) when the
threshold was 150 keV and 1.5% and 5%,
respectively when the threshold was 250 keV:
These simulations were made sending the g-rays

in the cascade sequentially in order to avoid that
more than one of them hit a detector. Due to the
non-negligible value of the detector efficiency there
is always a certain possibility that two (or more)
g-rays from the cascade leave part of their energy
simultaneously. If the WF was strictly propor-
tional to the energy this summing effect would not
produce any distortion. As can be appreciated in
Fig. 3, in general the weighting function is a
convex function, so that the weight of the summed
signal is larger than the sum of the weights of the
individual signals. The final effect depends on the
g-ray cascade energy and multiplicity distribution.
Again the statistical model of the nucleus provides
a realistic description of these quantities. The
effect can be quantified comparing a simulation in
which the photons in the cascade are emitted
simultaneously to a simulation where these are
emitted sequentially. It was found that the effect
lies between 1% and 2% in all cases.
The Conversion Electron (CE) process substi-

tutes g-rays in the cascade with less-penetrating
electrons and X-rays leading to a loss of registered
counts. In particular it is known [20] that the level
scheme of 198Au at low excitation energy includes
several strongly converted transitions, and since
gold is frequently used as a reference sample, the
study of this effect was relevant. The CE process is
more important for very low-energy transitions,
and some of them would have been lost anyhow
because of the existence of the electronic threshold,
except that there is some possibility for the g-ray
signals below the threshold to be summed and
contribute to the weight. The importance of the
effect also depends on the probability that strongly
converted transitions form part of the cascade.
Therefore it was decided to include a model [2] of
the CE process for selected transitions in the
capture cascade generator code. The process could
be activated for known converted transitions in the
experimental level scheme used at low excitation
energies. In this way a comparison of simulations
with and without the CE process gives us an
estimate of the effect. It was found that for the
thresholds used the differences were negligible
even for Au.
We include in Table 2 the correction factor f thr

due to the combined effect of summing, CE
processes and low-energy transitions for the given
energy threshold as estimated from the MC
simulations of the measurement. The uncertainty
given is just the statistical uncertainty of the
normalized weighted sum. It is not easy to assign
a value for the systematic (model dependent)
uncertainty associated with this correction, but in
view of the magnitude of the corrections a value of
1% was assumed.
The corrected yield normalization factor, taking

into account the SiMON correction on the
neutron intensity and the correction due to the
electronic threshold: Acorr ¼ f Sif thrA; is given in
the last column of Table 2. The uncertainty quoted
also includes the 0.3% statistical uncertainty from
the weighting function plus the assumed 1%
uncertainty from the threshold correction method.
In Table 3 the values of the corrected normal-
ization factor for the 1:15 keV resonance in 56Fe
relative to the respective reference sample values
Arel are given for the different sample/reference
sample combinations. The fact that these values
are consistently lower than unity, with an average
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value of 0.967, can be viewed as an indication that
the relative neutron flux at 1:15 keV with respect
to the flux at 5 eV is 3.3% lower than we have
obtained from the preliminary flux data. Consis-
tent with this interpretation the results presented
in Fig. 5 have been normalized to the average
value of 0.967, although it has to be stressed that
this will not affect our conclusions. This figure
shows the uncertainty with which the integrated
yield of the 1:15 keV resonance could be deter-
mined. All the values including those correspond-
ing to thick samples agree within the error bars
(2–3%), and their RMS deviation is 1.7%. In a
similar analysis performed using the WF calcu-
lated from the Geant4 simulations, it was found
that the results agree with those in the figure within
1%. It can be concluded that the PHWT with WF
obtained from detailed MC simulations of the
Table 3

Corrected yield normalization factors for the 1:15 keV reso-

nance in 56Fe relative to the reference sample

Set-up Sample/reference sample Arel

BICRON Fe 0:5 mm=Au 0:1 mm 0.941(22)

Fe 1:5 mm=Au 0:1 mm 0.980(22)

Fe 1:5 mm=Au 1:0 mm 0.985(21)

FZK Fe 0:5 mm=Au 0:1 mm 0.975(32)

Fe 2:0 mm=Au 0:1 mm 0.952(30)
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Fig. 5. Relative reaction yields obtained in this work for the

1:15 keV resonance in 56Fe using different experimental set-ups.
The RMS deviation of the points is indicated (dotted line).
sample-detector set-up can determine the reaction
yield with an accuracy of 2% or better. The
results in Fig. 5 can be compared to the experi-
mental results obtained by Fioni et al. [9] shown in
Fig. 1, evidencing that the GEANT MC simula-
tion is able to take into account properly the
influence of the sample dimensions on the detector
response.
5. Summary and conclusions

We have investigated the reliability of the pulse
height weighting technique (PHWT) for the
determination of neutron capture cross-sections,
in particular the ability to produce consistent
results using different sample sizes and detector
set-ups. The only practical way to take into
account these differences in the detector response
is to use Monte Carlo (MC) simulations to obtain
the energy-dependent weighting factors. The
GEANT3 and Geant4 simulation codes were
tested against selected measurements. The
1:15 keV resonance in 56Fe which was found
particularly sensitive in the past, was chosen for
this purpose. The measurements were performed
with two different types of C6D6 liquid scintilla-
tion detectors using different sample thicknesses
and diameters. Sources of systematic deviation
were carefully investigated and accounted for. As a
result it was determined that the resonance-
integrated yield in all cases agreed within the error
bars with an RMS deviation of 1.7%, and no
sample size dependence was observed. It is
concluded therefore that the PHWT applied to
C6D6 data with MC calculated weighting factors is
able to achieve an accuracy of 2% or better.
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