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The oxygen isotope ratio. 

The oxygen isotope ratio is the primary method used to determine past temperatures from ice cores. Because isotopes have a different number of neutrons, they 
have different mass numbers. Oxygen's most common isotope has a mass number of 16 and is written as 16O. Most of the oxygen in water molecules is composed 
of 8 protons and 8 neutrons in its nucleus, giving it a mass number (the number of protons and neutrons in an element or isotope) of 16. About one out of every 
1,000 oxygen atoms contains 2 additional neutrons and is written as 18O.

Depending on climate, the two types of oxygen (16O and 18O) vary in water. Scientists compare the ratio of the heavy (18O) and light (16O) isotopes in ice cores, 
sediments, or fossils to reconstruct past climates. They compare this ratio to a standard ratio of oxygen isotopes found in ocean water at a depth of 200 to 500 
meters. The ratio of the heavy to light oxygen isotopes is influenced mainly by the processes involved in the water or hydrologic cycle.

Evaporation and condensation are the two processes that most influence the ratio of 18O to 16O in the oceans. Water molecules containing 16O evaporate slightly 
more readily than water molecules containing 18O. At the same time, water vapor molecules containing the 18O condense more readily.

         (adapted from https://www.ces.fau.edu/nasa/module-3/how-is-temperature-measured/isotopes.php   
        and  https://earthobservatory.nasa.gov/features/Paleoclimatology_OxygenBalance)
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Figure 3. A•ual •0 i• precJpitatio• (i• per mid versus 
the a•ual temperature (i• degrees Celsius) at the precipita- 
tion site, for (a) presem-day observations, (b) the 
day GC• simulation, a•d (c) the •O• GC• simulation. 

The LMD GCM's spatial slopes are, in fact, quite compara- 
ble to those produced by the GISS model. 

Table 1 demonstrates the similarity of the LGM and 
present-day spatial slopes over individual continental re- 
gions. The regional boundaries for most of the regions are as 
defined by Jouzel et al. [1987]. Antarctica is split into 
western and eastern sections, however, and two additional 
regions, representing the areas covered by the Laurentide 
and Fennoscandian ice sheets (where the topographic height 
increased by more than 250 m), are also examined. The 
spatial slopes differ the most over Greenland, where the 
LGM value may be more accurate because of the aforemen- 
tioned influence of maritime air. The slopes for both climates 
are clearly highest over Antarctica. 

3.6.2. Temporal Relationship. Note that the general 
agreement between the present-day and LGM spatial slopes 
does not imply an equivalence between the spatial and 
temporal •5180/T relationships. Unfortunately, the best test 
of this equivalence would involve a comparison of the spatial 
slope with the temporal slope obtained for a single region 
exposed to numerous distinct climates, and the number of 
climates we can simulate is limited by the availability of 
suitable boundary conditions. 

Here we estimate the temporal slopes with data from the 
present-day and LGM simulations alone. We compute, at 
each grid square, 

18 •180LG M -- • Opresen t -- 1.6%o 
slopetemporal = . (1) 

TLG M -- Tpresen t 

The subtraction of 1.6%o accounts for the increased seawater 
isotope concentrations during the LGM. (See section 2). 
Note that the errors associated with using only two points 
can be quite large. 

Illustrated in Figure 4 is the global distribution of temporal 
slopes calculated with (1) after applying a simple smoothing 
algorithm to the simulated temperature and •i180 fields. The 
salient feature is the first-order agreement between the 
temporal slopes and the present-day global spatial slope of 
0.6%døC. Over most of the globe and in particular over the 
northern ice sheets, the slope is within 0.2%døC of this 
spatial slope. When the grid square temporal slopes are 
averaged over specific regions (Table 1), they are found to be 
similar to (though generally lower than) the corresponding 
spatial slopes. 

Figure 5 shows another method of examining temporal 
isotope behavior, a scatterplot of A•i180 against AT for the 
Laurentide ice sheet region. The plot is characterized by a 
slope of 0.62%døC, which is very similar to the simulated 
spatial slopes. The strong correlation (r = 0.89) between 
A•i180 and AT suggests that about 80% of the temporal 
changes in isotope concentration on the Laurentide ice sheet 
can be explained solely by concurrent surface temperature 
changes despite the LGM/present-day differences in altitude 
and atmospheric circulation. 

In Greenland, the LGM spatial slope may be more accu- 
rate than the present-day slope (Table 1) due to the afore- 
mentioned influence of maritime air. The slopes might also 
be affected by changes in the evaporative sources of Green- 
land precipitation. Charles et al. [1994] recently performed a 
series of independent GCM tracer simulations that show, for 
present-day and LGM climates, the wide range of evapora- 
tive sources contributing to Greenland precipitation. A1- 

The concentration of 18O in precipitation decreases with temperature. This graph shows 
the difference in 18O concentration in annual precipitation compared to the average annual 
temperature at each site. The coldest sites, in locations such as Antartica and Greenland, 
have about 5 percent less 18O than ocean water. (from Jouzel et al., 1994)

https://www.ces.fau.edu/nasa/module-3/how-is-temperature-measured/isotopes.php
https://earthobservatory.nasa.gov/features/Paleoclimatology_OxygenBalance
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Analysis of Vostok Ice Core Data
 
 

Objective
One of the primary results of paleoclimate research over the past several decades has been strong evidence for human-influenced (anthropogenic) global warming. Results have been based on ice cores taken from undisturbed, ancient ice sheets, such as those in
Antarctica. Ice cores provide uninterrupted information on important properties of paleoclimate, including local temperature and precipitation rate, humidity, and wind speed as well as changes in atmospheric composition of dust and gases. Remember that climate
is the long-term average of weather; that is, short term variations in temperature and precipitation such as individual storms, are averaged together to give the long-term values of climate. Consider that you have been chosen and funded by Congress as one of
the scientists who will participate in analyzing the latest of these ice cores (it might have also been a desire of yours to go to Antarctica!). Politicians as well as scientists and the general public are interested in determining whether the warming we see today was
really caused by humans or is it just natural variability that is part Earth’s system of the distant, geological past. In this lab we will work with the original data from the famous Vostok Ice Cores, which carry the distinction of being the only ice cores that scientists
are certain have remained undisturbed for the last interglacial and the penultimate glacial periods.

Figure 1
Ice core
 
 

Vostok is the Antarctic research base founded by the Soviet Union in 1957. Even though the US has bragging rights to a research base at the South Pole, the (now) Russian base at Vostok is much more important scientifically. First of all it sits over one of the
thickest (>4km) portions of the East Antarctic Ice Sheet. Second, this ice is relatively undisturbed (elsewhere the ice has been subject to substantial flow and/or seasonal conditions that might destroy the ice). Third, under the 4km ice sheet at Vostok lies a lake
the size of Lake Ontario that has been cut off from Earth surface conditions for perhaps 15 million years. In a recent, exciting scientific advance reserachers recently drilled through the last bit of ice and have made contact with the lake water.
 

Figure 2
Antarctica with Lake Vostok circled
 

 

 
Figure 3
The subglacial Lake Vostok system
 

Part 1. Ice and Gas Ages in the Vostok Core
NOTE: It is by far easiest to do this lab in the Microsoft EXCEL program.  The University offers this program as part of the Microsoft Office 365 package (includes Word and Powerpoint) to all students for free.  To get the software start at the following link and go
through the instructions: https://documentation.its.umich.edu/node/2328       
 
 Open the Excel file entitled totalvosdata.xls. Click on the "Vostok" tab of the excel sheet. This dataset contains columns that give the depth (in meters) of the ice core, the "ice" and "gas" ages (in thousands of years ago), concentrations of carbon dioxide and
methane found in the ice bubbles, the hydrogen isotopic ratios ("delta D"), and a column that provides information on dust.
 
The ice age (i.e., the age of the ice, not to be confused with our other use of the term ice age, which refers to a time in geologic history of pronounced glaciation) is obtained by counting layers of ice and, when layers are no longer clearly visible, modeling the
flow of merged ice layers.
 

 
Figure 4                                                                                     Figure 5
Annual ice layers                                                                        Continental ice sheets

 
 
The gas age is calculated assuming that the bubbles of gas can only be trapped effectively in layers of older ice (i.e., at a depth well below the surface, where the pores in the ice close, sealing the air). This process is called sintering.
 

Figure 6
Sintering process - Raynaud, 1992

 
Plot both the ice age and the gas age as a function of depth. To do this: first, select the entire depth column by clicking on the "A" at the top of it, then hold down the control key (command on Macs) and select the ice age column by clicking on the
"B" at the top, and then hold down the control key (command on Macs) and select the gas age column by clicking on the "E" at the top. Once all three columns are selected, click on the "Insert" tab, and insert a "Scatter with Straight Lines" plot. Now, right
click on the graph and click "Select Data."  Change series names to "Ice Age" and "Gas Age," respectively. Now click "OK" to generate the graph. Give your chart appropriate labels for the title and axes and also add a legend: axes labels, titles, and
legends can be found under the "Chart Design" tab. Be sure to label the appropriate units. If you don't know what they should be, then re-read this lab again from the beginning. You should always know what you are graphing and why!
 
Question 1
The two age curves differ - why? How much younger, roughly, is a bubble of gas than the ice that surrounds it, at a depth of 1000 meters? (Hint: for this part you may need to look at the raw data for 1000 meters instead of your graph) Be sure to include your complete
graph in the assignment you turn in.
 

Part 2. The Temperature Record
The temperature of the environment when the ice or sediment in a core was deposited can be estimated using isotopes of hydrogen or oxygen. The Vostok record is most complete for the hydrogen isotopes, but the concepts of understanding how the isotope-
temperature relationship works is easier with oxygen. In addition, oxygen can be used to determine temperatures from ocean sediment cores as well.

Oxygen has two stable isotopes of importance, 16O and 18O, which vary in mass. Differences in the amounts of these isotopes in a sample (air, water, ice, rocks, organisms) are measured by comparing the ratio of 18O/16O in a sample to that ratio in a standard,
which for oxygen is average ocean water. This comparison is called d18O (pronounced delta-18-O).

Variations in the d18O of the oxygen in the water molecule, H2O, can be useful in understanding the hydrological cycle and the cycle of glaciations. Average ocean water has a value of 0‰ d18O (‰ is pronounced permil and is the symbol for one-thousandth. It is
analogous to %, percent, which is the symbol for one-hundredth).

 
Figure 7                                                   Figure 8
Layers of ice                                             Isotopic signature during glacial and interglacial periods

 
 
 
When ocean water evaporates, water with the lighter oxygen isotope (16O) evaporates more easily because it is lighter than a water molecule with the heavier oxygen isotope (18O). Therefore, water vapor in the atmosphere ends up with a smaller percentage of
18O in it than ocean water. Its d18O is a few permil negative, say around –3‰. When that vapor passes over land and condenses to form rain, the heavier isotopes that did make it into the clouds condense to a greater extent than the lighter isotopes, again due
to mass. Precipitation that falls then has a more negative d18O than seawater, but more positive d18O than the clouds from which it fell. This effect is more pronounced in cold climates than in warmer ones, because temperature is what drives the
evaporation/condensation processes. Snow has much more negative d18O than rain. Because temperature drives this process, an equation can be derived to relate temperature to d18O (or Hydrogen). Therefore, times of glaciation are associated with more
negative d18O in ice samples.
 
Now let's make the transition to hydrogen, because H isotopes are what you will work with in this lab (and, it was the first data, before oxygen, to be produced from the ice cores). The hydrogen isotopes of interest to paleoclimate studies are 1H and 2H. The
fractionation of heavy and light hydrogen isotopes behaves similiarly to oxygen isotopes. Since 2H is such an important isotope to nuclear chemistry, it has its own name: Deuterium.  Both oxygen and hydrogen isotopic fractionation can be related to temperature
(and thus if you have one you can relate it to the other), and in this lab, we use the hydrogen isotopes.  
 

Figure 9                                                                                                            Lecture Figure
Structure of Deuterium                                                                                       Hydrogen Isotopes and Paleoclimate

 
 
We want to convert the deuterium isotopic ratios to temperature changes (delta temperatures) that describe variations in the temperature of the ocean from which the ice was originally evaporated. This has been determined by past studies, and you can
reproduce this equation in Excel by doing the following: Type delta temp in the first row of a new column (column H), and deg C in the second row of the same column. Now use Excel to calculate the delta temperatures, filling in your new column, by
using the instructions below. Note that the "delta temperature" is relative to the current temperature today.
 
Use the following conversion factor that is derived from the relationship between the deuterium value and air temperature (as shown in lecture). Type: =(C3 + 440)/6.2 into the third cell of column H ("delta temp") and press Enter (return on Macs). (Make
sure you include the equals sign when typing the equation into the cell.) Then click on that same cell again and put the cursor on the lower right corner of it until it turns into a black cross. Click and hold on the black cross and drag down to the end of the column
(while still holding down). The cross cursor applies the relationship of the first cell to other cells. (To make sure it worked, check and see if the numbers in each row are different. If they are all the same, it didn't work.) Highlight the column (right-click on the "H"
at the top), click "Format Cells", and give the numbers two decimal places.
 
 

  Figure 10
  Drilling ice cores at Vostok
 

Save your work. Think about why the delta temperatures change with deuterium isotope ratio in the way they do. If you don't understand, then you should be sure to read through the suggested readings listed at the end of this lab and look at the web
notes for the lecture on Climate Change and the Ice Ages on Canvas, Lecture Schedule.
 
Question 2
Plot the delta temperature curve as a function of ice age (ice age is on the X axis; use a "Scatter with Straight Lines" graph) and copy it into your report. How many degrees of temperature has climate varied in the past, as indicated in these data? Over what time scale can a
shift from minimum to maximum temperature occur? Be sure to include your graph in the assignment you turn in.
 
Question 3
According to your graph, approximately when did the last period of full glacial conditions begin and end (no transition zones)? When did the current interglacial conditions (temperatures) begin and end? Be sure to include your graph in the assignment you turn in.
 
 

Part 3. The Atmospheric Composition and Dust Record
Another piece of information that comes from ice cores is the amount of dust that was in the atmosphere. During the last ice age, sea level was 100-120 meters lower and much more land was exposed. In addition, it was much colder, and that had an effect on
the distribution of vegetation. In this section, you will put together the different pieces of information that come from the core. Use the following graphs of CO2 and CH4 concentration, as well as delta temperature and dust as a function of age, to
answer the questions for this section.
 

 
Figure 11
Carbon dioxide and methane concentrations plotted with delta temperature

 

 
Figure 12
Dust (lower curve, blue) and temperature (upper curve, red) as a function of age

 

Question 4
Note the time of the major warming events. Then look at how CO2 and CH4 change during the same time. Referring to Figure 11 (above), can you tell which changes first, temperature or greenhouse gas (CO2, CH4) composition? (Note the direction of the x-axis.) Explain
the pattern you see in the graph and explain what is causing the pattern or why it is happening.

Question 5
Referring to Figure 12 (above), why were dust concentrations different during the glacial and interglacial periods?
 

Part 4. What can we learn from this analysis of past climate about climate on earth today?
Now we will reproduce the steps necessary to convert the isotope data to the air temperature of the past. First add another column to your Excel file to estimate the temperature at Vostok. Label the column "Vostok Temp. (deg C)". To do this,
subtract 55.5 degrees from the numbers in the delta temperature column to get an estimate of the Vostok air temperature itself.
 
Create scatter plots (without connecting lines) of CO2 (x-axis) vs. temperature (y-axis) and CH4 (x-axis) vs. temperature (y-axis) using the Vostok data. Change the minimum and maximum values of your x and y axes to appropriately

display the data. Insert a linear "trendline" (which is found under the Chart Design tab) and report the equation and R2 value by checking those boxes in the option menu for trendlines of each scatter plot in your lab report. The R-
squared (R2) is a statistical measure of how well actual data fit a linear regression model (note: the R2 is NOT the radius squared and is NOT the inverse-square law); an R-squared of 1.0 (100%) indicates a perfect fit of the data to a straight line. So if you had an
R2 of 1.0 for the CO2 vs. temperature plot, if you knew the CO2 concentration you could predict the corresponding temperature 100% of the time (in the real world, very few relationships are 100% perfect).
 
Question 6
Copy your scatter plots with trendlines into your report. Why is the R2 value for CO2 or CH4 less than one? In other words, explain why the relationships are not perfect fits (the fit of the trendline to the data is not perfect, there are points that do not lie right on the trendline).

 
Question 7
Predict the temperature at Vostok today. Use the current, average, CO2 concentration (400 ppmv) to solve the linear regression equation from the past relationship between CO2 and temperature (Q6). How does this calculated temperature differ from the surface temperature
today at Vostok? Explain why these may be different. (You can look up this temperature with a weather website - this will give you a temperature in Farenheit, and you want it in Celsius.) Remember to consider the difference between weather and climate.

 
Please submit a Word document on Canvas containing answer to questions 1 through 7 and graphs (with titles and axis labels) for questions 1, 2, and 6.
 
Sources
Monnin et al. "Atmospheric CO2 concentrations over
the last glacial termination" Science v.291, 112-114, 5 January 2001.
Dansgaard, W., H.B. Clausen, N. Gundestrup, C. U. Hammer, S. J. Johnsen, P. M. Kristinsdottir, and N. Reeh, A New Greenland Deep Ice Core, Science, Vol. 218, 1992, p.1273-1277.
"Deciphering Mysteries of Past Climate From Antarctic Ice Cores" Earth in Space (American Geophysical Union), Vol. 8, No. 3, November 1995, p. 9.
Crane, Robert G., James F. Kasting, and Lee R. Kump. The Earth System. New Jersey: Prentice Hall, 1999.
http://www.aad.gov.au/asset/images/525_ul-core.jpg
A great source of paleoclimatological data can be found at the NOAA web site.
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http://www.physicstoday.org August 2003    Physics Today 33

Bryson was announcing that “climatic changes do not come
about by slow, gradual change, but rather by apparently
discrete ‘jumps’ from one atmospheric circulation regime
to another.”8 His group further reported pollen studies
showing a rapid shift around 10 500 years ago; by “rapid”
they meant a change in the mix of tree species within less
than a century. Perhaps the Younger Dryas was not just a
local Scandinavian anomaly.

Still, no major climate change was required to trans-
form any particular forest. Many experts continued to be-
lieve it was sheer speculation to imagine that the climate
of a region, let alone of the entire world, could change in
less than a thousand years or so. But confirmation of
changes at that rate, at least, was coming from a variety
of studies. As the respected climatologist J. Murray
Mitchell Jr explained in 1972, in place of the old view of
“a grand, rhythmic cycle,” the new evidence showed a
“much more rapid and irregular succession” in which
Earth “can swing between glacial and interglacial condi-
tions in a surprisingly short span of millennia (some would
say centuries).”9

The most convincing evidence came from a long core
of ice drilled at Camp Century, Greenland, by Willi Dans-
gaard’s Danish group, in cooperation with Americans led
by Chester Langway Jr. The proportions of different oxy-
gen isotopes in the layers of ice gave a fairly straightfor-
ward record of temperature. Mixed in with the expected

gradual cycles were what the group called “spectacular”
shorter-term shifts, including the Younger Dryas oscilla-
tion. Some of the shifts seemed to have taken as little as
a century or two (see figure 3).

During the early 1970s, most climate experts came to
agree that interglacial periods tended to end more
abruptly than had been supposed. Many concluded that
the current warm period could end in a rapid cooling, pos-
sibly even within the next few hundred years. Bryson (pic-
tured in figure 4), Stephen Schneider, and a few others
took this new concern to the public. They insisted that the
climate we had experienced in the past century or so, mild
and equable, was not the only sort of climate the planet
knew. For all anyone could say, the next decade might start
a plunge into a cataclysmic freeze, drought, or other
change unprecedented in recent memory, although not
without precedent in the archaeological and geological
record.

Cooling was not the only change that experts were
starting to worry about. Since the late 1950s, attentive sci-
entists had acknowledged the potential value of the old
idea that human emissions of carbon dioxide gas (CO2)
might lead to global warming. (See PHYSICS TODAY, Janu-
ary 1997, page 34.) Most experts assumed that if such a
greenhouse-effect warming did occur, it would come as they
expected for any climate change—gradually over the course
of a few centuries. But some suggested swifter possibilities.

Figure 3. Cores drilled from the ice at Camp Century,
Greenland, and processed on the spot in 1964 (see photo),
revealed ancient climate changes in unprecedented detail.
The ratio of oxygen-18 to oxygen-16 isotopes in the an-
nual snow layers serves as a thermometer, as shown in the
plot: Part per thousand variations to the right indicate
warmer temperatures; those to the left, cooler ones. The
large rise in temperature started about 14 000 years ago at
the end of the last ice age. The plot also shows 1–2°C tem-
perature leaps even within the one-century resolution of the data, but the authors of the 1971 report barely mentioned
them in passing. Their concern was the cycles lasting a few centuries or more, which were remarkable enough. Since
only a single site was sampled, none of the changes could confidently be called global, and the leaps could have been 
artifacts due to flow of the deep ice layers. (Photo by David Atwood, courtesy of US Army-ERDC-Cold Regions Research
and Engineering Laboratory. Graph adapted from ref. 18.)
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Analysis of Vostok Ice Core Data
 
 

Objective
One of the primary results of paleoclimate research over the past several decades has been strong evidence for human-influenced (anthropogenic) global warming. Results have been based on ice cores taken from undisturbed, ancient ice sheets, such as those in
Antarctica. Ice cores provide uninterrupted information on important properties of paleoclimate, including local temperature and precipitation rate, humidity, and wind speed as well as changes in atmospheric composition of dust and gases. Remember that climate
is the long-term average of weather; that is, short term variations in temperature and precipitation such as individual storms, are averaged together to give the long-term values of climate. Consider that you have been chosen and funded by Congress as one of
the scientists who will participate in analyzing the latest of these ice cores (it might have also been a desire of yours to go to Antarctica!). Politicians as well as scientists and the general public are interested in determining whether the warming we see today was
really caused by humans or is it just natural variability that is part Earth’s system of the distant, geological past. In this lab we will work with the original data from the famous Vostok Ice Cores, which carry the distinction of being the only ice cores that scientists
are certain have remained undisturbed for the last interglacial and the penultimate glacial periods.

Figure 1
Ice core
 
 

Vostok is the Antarctic research base founded by the Soviet Union in 1957. Even though the US has bragging rights to a research base at the South Pole, the (now) Russian base at Vostok is much more important scientifically. First of all it sits over one of the
thickest (>4km) portions of the East Antarctic Ice Sheet. Second, this ice is relatively undisturbed (elsewhere the ice has been subject to substantial flow and/or seasonal conditions that might destroy the ice). Third, under the 4km ice sheet at Vostok lies a lake
the size of Lake Ontario that has been cut off from Earth surface conditions for perhaps 15 million years. In a recent, exciting scientific advance reserachers recently drilled through the last bit of ice and have made contact with the lake water.
 

Figure 2
Antarctica with Lake Vostok circled
 

 

 
Figure 3
The subglacial Lake Vostok system
 

Part 1. Ice and Gas Ages in the Vostok Core
NOTE: It is by far easiest to do this lab in the Microsoft EXCEL program.  The University offers this program as part of the Microsoft Office 365 package (includes Word and Powerpoint) to all students for free.  To get the software start at the following link and go
through the instructions: https://documentation.its.umich.edu/node/2328       
 
 Open the Excel file entitled totalvosdata.xls. Click on the "Vostok" tab of the excel sheet. This dataset contains columns that give the depth (in meters) of the ice core, the "ice" and "gas" ages (in thousands of years ago), concentrations of carbon dioxide and
methane found in the ice bubbles, the hydrogen isotopic ratios ("delta D"), and a column that provides information on dust.
 
The ice age (i.e., the age of the ice, not to be confused with our other use of the term ice age, which refers to a time in geologic history of pronounced glaciation) is obtained by counting layers of ice and, when layers are no longer clearly visible, modeling the
flow of merged ice layers.
 

 
Figure 4                                                                                     Figure 5
Annual ice layers                                                                        Continental ice sheets

 
 
The gas age is calculated assuming that the bubbles of gas can only be trapped effectively in layers of older ice (i.e., at a depth well below the surface, where the pores in the ice close, sealing the air). This process is called sintering.
 

Figure 6
Sintering process - Raynaud, 1992

 
Plot both the ice age and the gas age as a function of depth. To do this: first, select the entire depth column by clicking on the "A" at the top of it, then hold down the control key (command on Macs) and select the ice age column by clicking on the
"B" at the top, and then hold down the control key (command on Macs) and select the gas age column by clicking on the "E" at the top. Once all three columns are selected, click on the "Insert" tab, and insert a "Scatter with Straight Lines" plot. Now, right
click on the graph and click "Select Data."  Change series names to "Ice Age" and "Gas Age," respectively. Now click "OK" to generate the graph. Give your chart appropriate labels for the title and axes and also add a legend: axes labels, titles, and
legends can be found under the "Chart Design" tab. Be sure to label the appropriate units. If you don't know what they should be, then re-read this lab again from the beginning. You should always know what you are graphing and why!
 
Question 1
The two age curves differ - why? How much younger, roughly, is a bubble of gas than the ice that surrounds it, at a depth of 1000 meters? (Hint: for this part you may need to look at the raw data for 1000 meters instead of your graph) Be sure to include your complete
graph in the assignment you turn in.
 

Part 2. The Temperature Record
The temperature of the environment when the ice or sediment in a core was deposited can be estimated using isotopes of hydrogen or oxygen. The Vostok record is most complete for the hydrogen isotopes, but the concepts of understanding how the isotope-
temperature relationship works is easier with oxygen. In addition, oxygen can be used to determine temperatures from ocean sediment cores as well.

Oxygen has two stable isotopes of importance, 16O and 18O, which vary in mass. Differences in the amounts of these isotopes in a sample (air, water, ice, rocks, organisms) are measured by comparing the ratio of 18O/16O in a sample to that ratio in a standard,
which for oxygen is average ocean water. This comparison is called d18O (pronounced delta-18-O).

Variations in the d18O of the oxygen in the water molecule, H2O, can be useful in understanding the hydrological cycle and the cycle of glaciations. Average ocean water has a value of 0‰ d18O (‰ is pronounced permil and is the symbol for one-thousandth. It is
analogous to %, percent, which is the symbol for one-hundredth).

 
Figure 7                                                   Figure 8
Layers of ice                                             Isotopic signature during glacial and interglacial periods

 
 
 
When ocean water evaporates, water with the lighter oxygen isotope (16O) evaporates more easily because it is lighter than a water molecule with the heavier oxygen isotope (18O). Therefore, water vapor in the atmosphere ends up with a smaller percentage of
18O in it than ocean water. Its d18O is a few permil negative, say around –3‰. When that vapor passes over land and condenses to form rain, the heavier isotopes that did make it into the clouds condense to a greater extent than the lighter isotopes, again due
to mass. Precipitation that falls then has a more negative d18O than seawater, but more positive d18O than the clouds from which it fell. This effect is more pronounced in cold climates than in warmer ones, because temperature is what drives the
evaporation/condensation processes. Snow has much more negative d18O than rain. Because temperature drives this process, an equation can be derived to relate temperature to d18O (or Hydrogen). Therefore, times of glaciation are associated with more
negative d18O in ice samples.
 
Now let's make the transition to hydrogen, because H isotopes are what you will work with in this lab (and, it was the first data, before oxygen, to be produced from the ice cores). The hydrogen isotopes of interest to paleoclimate studies are 1H and 2H. The
fractionation of heavy and light hydrogen isotopes behaves similiarly to oxygen isotopes. Since 2H is such an important isotope to nuclear chemistry, it has its own name: Deuterium.  Both oxygen and hydrogen isotopic fractionation can be related to temperature
(and thus if you have one you can relate it to the other), and in this lab, we use the hydrogen isotopes.  
 

Figure 9                                                                                                            Lecture Figure
Structure of Deuterium                                                                                       Hydrogen Isotopes and Paleoclimate

 
 
We want to convert the deuterium isotopic ratios to temperature changes (delta temperatures) that describe variations in the temperature of the ocean from which the ice was originally evaporated. This has been determined by past studies, and you can
reproduce this equation in Excel by doing the following: Type delta temp in the first row of a new column (column H), and deg C in the second row of the same column. Now use Excel to calculate the delta temperatures, filling in your new column, by
using the instructions below. Note that the "delta temperature" is relative to the current temperature today.
 
Use the following conversion factor that is derived from the relationship between the deuterium value and air temperature (as shown in lecture). Type: =(C3 + 440)/6.2 into the third cell of column H ("delta temp") and press Enter (return on Macs). (Make
sure you include the equals sign when typing the equation into the cell.) Then click on that same cell again and put the cursor on the lower right corner of it until it turns into a black cross. Click and hold on the black cross and drag down to the end of the column
(while still holding down). The cross cursor applies the relationship of the first cell to other cells. (To make sure it worked, check and see if the numbers in each row are different. If they are all the same, it didn't work.) Highlight the column (right-click on the "H"
at the top), click "Format Cells", and give the numbers two decimal places.
 
 

  Figure 10
  Drilling ice cores at Vostok
 

Save your work. Think about why the delta temperatures change with deuterium isotope ratio in the way they do. If you don't understand, then you should be sure to read through the suggested readings listed at the end of this lab and look at the web
notes for the lecture on Climate Change and the Ice Ages on Canvas, Lecture Schedule.
 
Question 2
Plot the delta temperature curve as a function of ice age (ice age is on the X axis; use a "Scatter with Straight Lines" graph) and copy it into your report. How many degrees of temperature has climate varied in the past, as indicated in these data? Over what time scale can a
shift from minimum to maximum temperature occur? Be sure to include your graph in the assignment you turn in.
 
Question 3
According to your graph, approximately when did the last period of full glacial conditions begin and end (no transition zones)? When did the current interglacial conditions (temperatures) begin and end? Be sure to include your graph in the assignment you turn in.
 
 

Part 3. The Atmospheric Composition and Dust Record
Another piece of information that comes from ice cores is the amount of dust that was in the atmosphere. During the last ice age, sea level was 100-120 meters lower and much more land was exposed. In addition, it was much colder, and that had an effect on
the distribution of vegetation. In this section, you will put together the different pieces of information that come from the core. Use the following graphs of CO2 and CH4 concentration, as well as delta temperature and dust as a function of age, to
answer the questions for this section.
 

 
Figure 11
Carbon dioxide and methane concentrations plotted with delta temperature

 

 
Figure 12
Dust (lower curve, blue) and temperature (upper curve, red) as a function of age

 

Question 4
Note the time of the major warming events. Then look at how CO2 and CH4 change during the same time. Referring to Figure 11 (above), can you tell which changes first, temperature or greenhouse gas (CO2, CH4) composition? (Note the direction of the x-axis.) Explain
the pattern you see in the graph and explain what is causing the pattern or why it is happening.

Question 5
Referring to Figure 12 (above), why were dust concentrations different during the glacial and interglacial periods?
 

Part 4. What can we learn from this analysis of past climate about climate on earth today?
Now we will reproduce the steps necessary to convert the isotope data to the air temperature of the past. First add another column to your Excel file to estimate the temperature at Vostok. Label the column "Vostok Temp. (deg C)". To do this,
subtract 55.5 degrees from the numbers in the delta temperature column to get an estimate of the Vostok air temperature itself.
 
Create scatter plots (without connecting lines) of CO2 (x-axis) vs. temperature (y-axis) and CH4 (x-axis) vs. temperature (y-axis) using the Vostok data. Change the minimum and maximum values of your x and y axes to appropriately

display the data. Insert a linear "trendline" (which is found under the Chart Design tab) and report the equation and R2 value by checking those boxes in the option menu for trendlines of each scatter plot in your lab report. The R-
squared (R2) is a statistical measure of how well actual data fit a linear regression model (note: the R2 is NOT the radius squared and is NOT the inverse-square law); an R-squared of 1.0 (100%) indicates a perfect fit of the data to a straight line. So if you had an
R2 of 1.0 for the CO2 vs. temperature plot, if you knew the CO2 concentration you could predict the corresponding temperature 100% of the time (in the real world, very few relationships are 100% perfect).
 
Question 6
Copy your scatter plots with trendlines into your report. Why is the R2 value for CO2 or CH4 less than one? In other words, explain why the relationships are not perfect fits (the fit of the trendline to the data is not perfect, there are points that do not lie right on the trendline).

 
Question 7
Predict the temperature at Vostok today. Use the current, average, CO2 concentration (400 ppmv) to solve the linear regression equation from the past relationship between CO2 and temperature (Q6). How does this calculated temperature differ from the surface temperature
today at Vostok? Explain why these may be different. (You can look up this temperature with a weather website - this will give you a temperature in Farenheit, and you want it in Celsius.) Remember to consider the difference between weather and climate.

 
Please submit a Word document on Canvas containing answer to questions 1 through 7 and graphs (with titles and axis labels) for questions 1, 2, and 6.
 
Sources
Monnin et al. "Atmospheric CO2 concentrations over
the last glacial termination" Science v.291, 112-114, 5 January 2001.
Dansgaard, W., H.B. Clausen, N. Gundestrup, C. U. Hammer, S. J. Johnsen, P. M. Kristinsdottir, and N. Reeh, A New Greenland Deep Ice Core, Science, Vol. 218, 1992, p.1273-1277.
"Deciphering Mysteries of Past Climate From Antarctic Ice Cores" Earth in Space (American Geophysical Union), Vol. 8, No. 3, November 1995, p. 9.
Crane, Robert G., James F. Kasting, and Lee R. Kump. The Earth System. New Jersey: Prentice Hall, 1999.
http://www.aad.gov.au/asset/images/525_ul-core.jpg
A great source of paleoclimatological data can be found at the NOAA web site.
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Ice core data from lake Vostok in Antarctica

Radar satellite image of lake Vostok

Lake Vostok is the largest of Antarctica's 675 
known subglacial lakes. 

Lake Vostok is located at the southern Pole of 
Cold, beneath Russia's Vostok Station under 
the surface of the central East Antarctic Ice 
Sheet, which is at 3,488 m above mean sea 
level. 

The surface of this freshwater lake is 
approximately 4,000 m under the surface of 
the ice, which places it at approximately 
500 m below sea level.

Measuring 250 km long by 50 km wide at its 
widest point, it covers an area of 12,500 km2 
making it the 16th largest lake by surface 
area. 

With an average depth of 432 m, it has an 
estimated volume of 5,400 km3, making it the 
6th largest lake by volume.

The lake is divided into two deep basins by a 
ridge. The liquid water depth over the ridge is 
about 200 m, compared to roughly 400 m 
deep in the northern basin and 800 m deep in 
the southern.

(from Wikipedia, https://en.wikipedia.org/wiki/Lake_Vostok )

https://en.wikipedia.org/wiki/Lake_Vostok
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Figure 2. Th e last 440,000 years of climate in central 
East Antarctica, from the Vostok ice core. Today 
is on the right, and 440,000 years ago on the left. 
Th e lower curve shows the history of temperature 
estimated from the isotopic composition of the ice. 
Th e large, approximately 100,000-year cycle of ice 
ages is evident. Th is basic pattern is also evident in 
most climate records obtained from anywhere on 
Earth. Also shown is the variation in local sunshine 
in Antarctica over the best-dated and more recent 
part of the record, calculated from knowledge of 
orbital physics. Peaks in Antarctic sunshine are 
spaced about 20,000 years apart, and occur when 
northern sunshine was especially low, including the 
Antarctic peak in sunshine about 20,000 years ago 
when Antarctica was especially cold. Th e only ex-
planation of this behavior that “works” is that the 
carbon-dioxide concentration of the atmosphere 
followed northern sunshine, as shown by the upper 
curve and that, in turn, carbon dioxide was more 
important for southern temperature than was 
southern sunshine.

Figure 3. Similar to Figure 2, but the curves have 
been compressed to show the likely future trend 
in carbon dioxide if we do not change our be-
havior. Nature indeed has changed atmospheric 
greenhouse gases greatly in the past, but humans 
are now “in control” and moving out of the 
natural range of variability over at least the last 
440,000 years.

from Alley, 2004
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Milankovitch cycles describe the collective effects of changes in the Earth's movements on its climate over thousands 
of years. The term was coined and named after the Serbian geophysicist and astronomer Milutin Milanković. 

In the 1920s, he hypothesized that variations in eccentricity, axial tilt, and precession combined to result in cyclical 
variations in the intra-annual and latitudinal distribution of solar radiation at the Earth's surface, and that this orbital 
forcing strongly influenced the Earth's climatic patterns.



9
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22.1–24.5° range of Earth's obliquity.
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Axial precessional movement.
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Planets orbiting the Sun follow 
elliptical (oval) orbits that rotate 
gradually over time (apsidal 
precession). The eccentricity of this 
ellipse, as well as the rate of 
precession, are exaggerated for 
visualization
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Spectrum Analysis-A Modern Perspective 

STEVEN M. KAY, MEMBER, IEEE, AND STANLEY LAWRENCE MARPLE, JR., MEMBER, IEEE 

I .  INTRODUCTION 

STIMATION of the power spectral density (PSD), or 
simply the  spectrum, of discretely  sampled deterministic 
and stochastic processes is usually  based on procedures 

employing the fast Fourier  transform  (FFT).  This  approach to 
spectrum analysis is computationally efficient and produces 
reasonable results for a large  class  of  signal  processes. In spite 
of these advantages, there are  several inherent  performance 
limitations of the FFT  approach.  The most prominent limita- 
tion is that of frequency resolution, Le., the ability to distin- 
guish the spectral responses  of two or more signals. The fre- 
quency resolution in hertz is roughly the reciprocal  of the  time 
interval in seconds over  which  sampled data is available. A 
second limitation is due to the implicit  windowing of the  data 
that occurs when  processing with  the  FFT. Windowing  mani- 
fests  itself as “leakage” in  the spectral domain, i.e., energy in 
the main lobe of a spectral response  “leaks” into  the sidelobes, 
obscuring and distorting other spectral responses that are 
present. In fact, weak  signal spectral responses can be  masked 
by  higher  sidelobes from stronger spectral responses. Skillful 
selection of tapered  data windows  can  reduce the sidelobe 
leakage, but always at  the expense of reduced resolution. 

These two performance limitations of the  FFT  approach are 
particularly troublesome when  analyzing short data records. 
Short  data  records  occur  frequently in practice because  many 
measured  processes  are  brief in duration or have  slowly  time- 
varying spectra that may  be  considered constant  only  for  short 
record lengths. In radar, for  example, only a few data samples 
are  available from each  received radar pulse. In sonar, the 
motion of targets results in a time-varying spectral response 
due to Doppler  effects. 

In an attempt to alleviate the inherent limitations of the  FFT 
approach, many alternative spectral estimation  procedures 
have  been proposed  within  the last decade. A comparison of 

submission of this paper was encouraged  after  the review of an advanced 
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the spectral estimates  shown  in Fig. 1 illustrate the improve- 
ment that may  be obtained  with  nontraditional approaches. 
The three spectra illustrated were computed using the first 
nine  autocorrelation lags’  of a process  consisting of  two equi- 
amplitude sinusoids at 3  and  4 Hz in additive white noise. The 
conventional spectral estimate based on  the nine known lags 
R,(O), , R,(8) is shown in Fig. l(a).  The  spectrum is a 
plot of 5 12 values obtained by application of a 5 12-point  FFT 
to the nine  lags,  zero-padded with  503 zeros. This  spectrum, 
often  termed  the Blackman-Tukey  (BT) estimate of  the PSD, is 
characterized by  sidelobes, some of which produce negative 
values for  the PSD, and by  an inability to distinguish the  two 
sinusoidal  responses. 

Fig. l(b) shows the spectral response of the autoregressive 
(AR) method based on  the same nine lags. The  improvement 
in resolution over that shown in Fig. l(a) has contributed to 
the popularity of this alternative spectral estimate. Although 
the AR spectral estimate was originally developed for geophys- 
ical data processing,  where it was termed the maximum entropy 
method (MEM) 1161, 1371-1391, [501,  [841,  [1361,  [1381, 
11581, [2211,  [2311,  [2461,  12471,  it has been  used for ap- 
plications in  radar [751,  [921, 1991,  [1161,  [1251,  [1261, 
[216], sonar [122],  [198], imaging [98], radio astronomy 
[1621,  [2641,  [2651, biomedicine [711,  [741,  oceanography 
[961, ecological systems [ 881, and direction fiding [ 701, 
[ 128 I ,  [ 233 I .  The AR approach to spectrum analysis is closely 
related to linear prediction  coding (LPC) techniques used in 
speech  processing  1801, [ 1301, 1 1431, [ 1451.  The AR PSD 
estimator fits an AR model to  the data. The origin of AR 
models  may be found in economic  time series forecasting [ 3 1 I , 
12761  and statistical estimation  [1891-[1911.  The MEM 
approach makes different assumptions  about  the lags, but  for 
practical purposes, the MEM and AR spectral estimators are 
identical for one-dimensional  analysis  of  wide sense stationary, 
Gaussian  processes. 

The  ultimate resolution of *e two sinusoidal signals into 
two delta function responses in  a  uniform spectral floor, repre- 
senting the white noise  PSD  level, is achieved with  the Pisarenko 
harmonic  decomposition (PHD) method shown in Fig. l(c). 
This technique yields the most  accurate  estimate of the spec- 
trum of  sinusoids in noise, at least when the  autocorrelation 
lags are known. 

As evidenced  by the spectrum examples of Fig. 1, the devel- 
opment of alternative spectral estimates in widely different 
application areas has  led to a confusion of conflicting termi- 
nology and different algorithm development viewpoints. Thus 

‘The autocorrelation  function Rxx(k) of a stochastic  wide sense 
stationary  discrete  process x ,  at lag k is defined  in this paper as the 
expectaaon of the  product x,+kx;, or RXx(k) = E[x ,+kxg l ,  *ere 
x, is assumed to  have zero  mean. The denotes  complex  conjugate, 
since  complex processes are assumed in general, and E ( ) denotes  the 
expectation  operator. 
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in geoseismological applications. The one-dimensional MEM 
was shown formally by Van den Bos [255]  to be  equivalent 
to  the AR  PSD estimator. Prony's method also bears some 
mathematical similarities to the AR estimation algorithms.  An 
area  of current research is that of autoregressivemoving average 
(ARMA)  models. The ARMA model is a generalization of the 
AR model. It appears that methods based upon these may  pro- 
vide  even better resolution and  performance  than AR methods. 
The PHD [194], [ 1951 is one example of a spectral estimation 
technique based upon  a special  case  ARMA  model. 

The  unifying  approach  employed in this paper is to view 
each spectral estimation  technique as being  based on the  fitting 
of measured data to  an assumed  model. The variations in per- 
formance among the various spectral estimates may often be 
attributed to how well the assumed model  matches  the process 
under analysis [ 1731. Different models  may yield similar 
results, but one  may require fewer model  parameters  and is 
therefore more efficient in its  representation of the process. 
Spectral estimates of  various techniques  computed  from sam- 
ples  of a process  consisting of sinusoids in colored Gaussian 
noise are presented  in  Section I11 to illustrate these variations. 
The process  has both narrow-band  and  broad-band  compo- 
nents. This process  helps to  illustrate how  some spectral esti- 
mates  tend to  better estimate  the narrow-band components 
while other spectral estimates  better  estimate  the  broad-band 
components of the spectra. This example  process  emphasizes 
the need to understand the underlying  model  before passing 
judgement on a spectral estimation  method. 

This tutorial is divided into five sections. Section I1 is the 
largest section. It contains a tutorial review  of all the  methods 
considered in this paper. Section 111 provides a summary table 
and illustration that highlights and  compares the  various mod- 
em spectral estimation  methods.  Section IV briefly examines 
other application areas that utilize the spectral estimation 
methods discussed  in this paper. 

A table of contents of these three sections is included below 
to enable the reader to quickly locate topics of interest. 

11.  Review  of Spectral Estimation Techniques 
A. 
B. 
C. 
D. 
E. 
F. 
G .  

H. 
J. 
K. 
L. 

Spectral Density  Definitions and Basics 
Traditional Methods  (Periodogram,  Blackman-Tukey) 
Modeling  and  Parameter Identification Approach 
Rational  Transfer  Function Modeling  Methods 
Autoregressive (AR) PSD Estimation 
Moving  Average  (MA)  PSD Estimation 
Autoregressive  Moving  Average  (ARMA)  PSD 

pisarkdo H ~ O I I ~ C  Decomposition (PHD) 
Prony Energy Spectral Density Estimation 
Prony Spectral Line Estimation 
Maximum  Likelihood  Method (MLM) 

Estimation 

111. Summary  of Techniques 
A. Summary  Table 
B. Illustration of Each Spectral Estimate 

w. Other Applications of Spectral Estimation Methods 
A. Introduction 
B. Time  Series Extrapolation  and Interpolation 
C.  Prewhitening Filters 
D. Bandwidth  Compression 
E. Spectral Smoothing 
F. Beamforming 
G .  Lattice Filters 
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No discussion of band-limited  extrapolation  techniques  for 
spectral estimation is presented  here since a good tutorial is 
already  available [ 1031.  The  conclusion,  Section V, makes 
observations  concerning  trends in research  and application of 
modem spectral estimation. 

11. REVIEW OF SPECTRAL ESTIMATION TECHNIQUES 
A.  Spectral  Density  Definitions and Basics 

Traditional spectrum estimation, as currently implemented 
using the FFT, is characterized by  many tradeoffs in an effort 
to produce statistically reliable spectral estimates. There are 
tradeoffs in windowing,  time-domain  averaging,  and frequency- 
domain averaging of sampled data  obtained  from  random pro- 
cesses in order to balance the needs to reduce  sidelobes, to 
perform effective ensemble  averaging,  and to ensure adequate 
spectral resolution. To summarize the basics of conventional 
spectrum analysis,  consider first the case  of a deterministic 
analog  waveform x( t ) ,  that is a continuous  function of time. 
For generality, x ( t )  will  be considered complex-valued in this 
paper. If x ( t )  is absolute integrable, i.e., the signal  energy 
t is f d t e  

00 

t = I_ I x ( t )  12 d t  < = (2.1) 

then the continuous  Fourier transform (CFT) X ( f )  of x ( t )  
exists and is given  by 

X ( f )  = x ( t )  exp (-j2nft) dt .  (2.2) 

(Note that (2.1) is a sufficient, but  not a necessary condition 
for  the  existence of a  Fourier  transform [331.) The squared 
modulus of the Fourier  transform is often  termed the spec- 

-OD 

h m , S ( f ) ,   o f m ,  

5 V) = I X ( f )  1 2 .  (2.3) 
ParseVal's energy theorem, expressed as 

I, lx(t)12 d t  = 1; IX(f ) I2  df (2.4) 

is a  statement of the conservation of energy; the energy  of the 
time domain  signal is equal to  the energy  of the frequency 
domain  transform, -f-: S (f) d f .  Thus (f) is an energy  spec- 
tral density (ESD) in that it represents the distribution of 
energy as a  function of frequency.  If the signal x ( t )  is sampled 
at equispaced intervals of Ar s to produce a discrete sequence 
x, = x(nAr)  for -= < n <=, then  the sampled sequence can 
be represented as the product of the original time  function 
x ( t )  and an infinite set of equispaced Dirac delta functions 
ti(t). The  Fourier  transform of this product may  be written, 
using distribution theory [33 1, as 

X ' ( f )  = 1- [ 2 x ( t ) S ( r  - nAr)At exp  (-j2nft) d t  
-m n=-m 3 

00 

= A2 x n  exp (-j27rfnAr).  (2.5) 

Expression  (2.5) corresponds to  a  rectangular integration ap- 
proximation of (2.2); the factor Af ensures conservation of 

n=-m 
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Fig. 16. Illustration of various spectra for the same 64-point sample 
sequence. 

sinusoid components have  very sharp responses at  the sinusoid 
frequencies, with a broad response at  the higher end of the 
spectrum. Table IV shows the actual parameter estimates ob- 
tained with the Prony method. The actual amplitudes for  the 
sinusoids of frequencies 0.1,0.2, and 0.2 1 were 0.1, 1 ., and 1 ., 
respectively. The most accurate estimates of the  three sinusoid 
powers and frequencies is provided by the spectral line decom- 
position variant of the Prony method, pictured in Fig.  16(k). 
This is no surprise since this technique is the least squares ap- 
proach that assumes a sinusoidal model. It is a discrete spec- 

trum so that  the broad-band process is not well modeled, 
although several lines are present to indicate spectral power 
in this region.  Table V lists the actual parameter estimates 
obtained with this procedure. 

The maximum likelihood spectrum, shown in Fig.  16(1) has 
a  smooth spectrum. It cannot resolve the two closely  spaced 
sinusoidal components. The  smooth  nature of the MLSE 
spectrum, being the equivalent of an average  of all the AR 
spectra from order  1 to 16, is typical of this method. 

If more accurate frequency estimation of noisy sinusoids 

Illustration of various spectra for the same 64-point sample sequence. (from Kay and Marple, 1981) 
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