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Our next important topic: Bayesian estimates often require complex numerical integrals. 
How do we confront this problem? 

          enter the Monte Carlo methods!

1. acceptance-rejection sampling

2. importance sampling

3. statistical bootstrap

4. Bayesian methods in a sampling-resampling perspective

5. Introduction to Markov chains and to Random Walks (RW)

6. Detailed balance and Boltzmann's H-theorem

7. The Gibbs sampler

8. Simulated annealing and the Traveling Salesman Problem (TSP)

9. The Metropolis algorithm

10. More on Gibbs sampling

11. Image restoration and Markov Random Fields (MRF) 

12. The Metropolis-Hastings algorithm and Markov Chain Monte Carlo (MCMC)

13. The efficiency of MCMC methods

14. Affine-invariant MCMC algorithms (emcee)
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13. The efficiency of MCMC methods

The effective use of MCMC programs requires the understanding of several features

• Autocorrelation time and duration of burn-in (initialization)*

• Convergence and the number of parallel chains (random walkers)

• Selection of jumping rule (proposal function)

• ...

* for additional details on this aspect, see the lecture notes by A. Sokal 
(https://citeseerx.ist.psu.edu/document?repid=rep1&type=pdf&doi=0bfe9e3db30605fe2d4d26e1a288a5e2997e7225 )

https://citeseerx.ist.psu.edu/document?repid=rep1&type=pdf&doi=0bfe9e3db30605fe2d4d26e1a288a5e2997e7225
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Autocorrelation time

When we introduced the stationary distribution of a Markov chain, we found that it is the left eigenvector 
with eigenvalue 1 of the transition kernel 

Diagonalizing the transition kernel we find a list of eigenvalues and the corresponding eigenvectors 

Therefore, for any initial vector 

and from           we find the "decay time"
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The problem of convergence

 Consider the simulation of the 2D Ising model as in Gelman and Rubin (1992), and define the "nearest-neighbor 
correlation" 

G&R consider the following plots for different times/starting points: no clear and unique convergence !!! 
The problem is that the simulation algorithm is very slow. 
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The G-R monitoring index

from Brooks and Gelman, 1998
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• m chains (walkers) and n samples/chain

• mean value of chain j 

• mean of the means of all chains 

• variance of the means of all chains

• averaged variances of individual
chains averaged over all chains

Between-sequence 
variance

Within-sequence 
variance
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• the variance

would be an unbiased estimate of the true variance if the starting points were drawn from the same 
target distribution, but it is an overestimate if the starting distribution is overdispersed

• taking the variability of the mean into account yields a different estimate of the variance 

• the so-called potential scale reduction factor (PSRF) can be interpreted as a convergence diagnostic –
when large it can be further decreased by continuing the simulation, when close to 1 it shows that the 
set of simulations is close to the target distribution

 

Gelman-Rubin statistic
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14. Affine-invariant MCMC algorithms
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An example of hard problem: the Rosenbrock density 

ENSEMBLE SAMPLERS WITH AFFINE INVARIANCE 75

exactly the samecomputation effort to generate. The twomethodswould therefore

be indistinguishable in the long time limit.

4. Computational tests

In this section wepresent and discuss the results of computational experiments to

determine the effectiveness of our ensemblemethods relative to a standard single-

particleMarkov chain MonteCarlo method. TheMCMCmethod that wechoose

for comparison is the single siteMetropolis scheme in which one cycles through

the coordinates of X(t) perturbing asingle coordinate at a timeand accepting or

rejecting that perturbation with theappropriateMetropolis acceptance probability

beforemoving on to thenext coordinate. For theperturbations in theMetropolis

scheme we choose Gaussian random variables. All user defined parameters are

chosen (by trial and error) to optimize performance (in terms of the integrated

autocorrelation times). In all cases this results in an acceptance rate close to 30%.

For the purpose of discussion, we first present results from tests on a difficult

two-dimensional example. The second example is a 101-dimensional, badly scaled

distribution that highlights the advantages of our scheme.

4.1. TheRosenbrock density. In this subsection wepresent numerical tests on the

Rosenbrock density, which is given by4

⇡ (x1, x2) / exp
⇣
−
100(x2− x1

2)2+ (1− x1)
2

20

⌘
. (19)

Here are somecontours of theRosenbrock density:

4 Toavoid confusion with earlier notation, in the rest of this section (x1, x2) representsan arbitrary

point inR2.
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• Optimizing a MCMC in a given parameter space often means that we use a proposal distribution that is tuned to 
the target distribution. 

• This proposal distribution is often a multivariate Gaussian with 
an n x n covariance matrix that must be tuned accordingly

with

• The covariance matrix has        indipendent elements; 

tuning the proposal distribution means tuning these
independent elements (hyperparameters) with a long (and 
computationally expensive) burn-in phase.
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Consider the following highly anisotropic pdf

With the variable transformation

which has the Jacobian  

Then, we find that this affine transformation transforms the original Gaussian into the simpler Gaussian

  
In the n-dimensional parameter space there are only 2 hyperparameters to tune (mean, variance) instead of  
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Affine-invariance

Here, we consider MCMC proposal moves of the form

These proposals are affine-invariant if the following condition holds

for every x.   

vector of i.i.d. 
random variables

target 
distribution

proposal function
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Goodman and Weare, 2010

…

…
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The affine transformation is implemented with the following proposal move (stretch move), with an ensemble of K 
walkers {Xk}

where the index j is drawn at random from the set of all the all the indexes excluding k, and Z is a random variable 
from a distribution g such that    

and acceptance probability 

which satisfies detailed balance. For derivations of the formulas given here, see Roberts and Gilks, J. Multivariate 
Analysis 49 (1994) 287.

In addition to stretch moves, affine-invariant MCMCs also incorporate walk moves and replacement moves (Goodman 
and Weare, 2010)

Goodman and Weare 
(2010)
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https://emcee.readthedocs.io/en/stable/ 

https://emcee.readthedocs.io/en/stable/
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https://github.com/dfm/emcee 

https://github.com/dfm/emcee
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Topics related to the emcee examples

2. Integrated Gaussian probability in n-dimensional space

We take a ~N(0,1) Gaussian pdf in n-dimensional space and integrate it in a spherical region of radius R surrounding the  
origin:

              where 

              is the lower incomplete gamma function



Edoardo Milotti - Bayesian Methods - Spring 2025 32

dim

R in units of st. devs.

1 2 3 4 5 6

1 0.682689 0.9545 0.9973 0.999937 0.999999 1.

2 0.393469 0.864665 0.988891 0.999665 0.999996 1.

3 0.198748 0.738536 0.970709 0.998866 0.999985 1.

4 0.090204 0.593994 0.938901 0.996981 0.99995 1.

5 0.0374342 0.450584 0.890936 0.993156 0.999861 0.999999

6 0.0143877 0.323324 0.826422 0.986246 0.999659 0.999997

7 0.00517146 0.220223 0.747344 0.974884 0.999241 0.999993

8 0.00175162 0.142877 0.657704 0.95762 0.998445 0.999982

9 0.000562497 0.0885875 0.562726 0.933118 0.997029 0.99996

10 0.000172116 0.052653 0.467896 0.900368 0.994654 0.999916

11 0.0000503899 0.030083 0.378108 0.858869 0.990883 0.999831

12 0.0000141649 0.0165636 0.29707 0.808764 0.985177 0.999676

13 3.83473e-6 0.00880861 0.227056 0.75087 0.976916 0.999407

14 1.00238e-6 0.00453381 0.168949 0.686626 0.965433 0.998957

15 2.53564e-7 0.00226266 0.122483 0.617948 0.950057 0.998232

16 6.21969e-8 0.00109672 0.0865865 0.547039 0.930175 0.997107

17 1.48197e-8 0.000517067 0.0597382 0.476165 0.90529 0.995413

18 3.43549e-9 0.000237447 0.0402573 0.407453 0.875084 0.992944

19 7.75939e-10 0.00010634 0.0265206 0.342722 0.839458 0.989444

20 1.70967e-10 0.0000464981 0.0170927 0.283376 0.798569 0.984619



Edoardo Milotti - Bayesian Methods - Spring 2025 33

2. Corner plots

Useful python package corner.py (https://corner.readthedocs.io/en/latest/) 

https://corner.readthedocs.io/en/latest/
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Using emcee to fit the linear-quadratic and the RCR model to cell survival data 

proceed to https://github.com/edymil/Bayes-TS 

https://github.com/edymil/Bayes-TS
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