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Prior distributions
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The choice of prior distribution is an important aspect of Bayesian inference

• prior distributions are one of the main targets of frequentists: how much do posteriors differ when we 
choose different priors?

• there are two main “objective” methods for the choice of priors (MaxEnt and Jeffreys')

• here we discuss

1. The quest for "objective" priors

2. Review of the Cramer-Rao bound and related concepts

3. Information-theoretic concepts in statistics

4. Jeffreys' method

5. Reference priors

6. The Maximum Entropy Method
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In this case we need to consider a sufficient statistic t

Recall that a statistic t is sufficient with respect to a statistical model and its associated 
unknown parameter if "no other statistic that can be calculated from the same sample 
provides any additional information as to the value of the parameter" (Fisher, 1920)

Given the data D, a statistic t = T(D) is sufficient with respect to the parameter if it contains all the 
information needed to estimate the parameter. 

Examples: 

• the sample mean is sufficient for the mean of a normal distribution with known variance. Once the 
sample mean is known, no further information about the mean can be obtained from the sample itself.

• for an arbitrary distribution the median is not sufficient for the mean: even if the median of the sample 
is known, knowing the sample itself would provide further information about the population mean.

Reference priors
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The idea behind a reference prior is that it must be such that data affect our posterior distribution the 
most. 

We can formalize this by means of the KL divergence by requiring that the KL divergence between prior and posterior be 
maximal. 
To proceed, we utilize a posterior that depends on a sufficient statistic instead of the original data 

then, its expection value over the statistic is 

Mutual information 
between the two 
distributions



A reference prior is a pdf that maximizes the mutual information

and therefore maximizes the effect of data on the posterior distribution.

• For one-dimensional parameters, reference priors and Jeffrey’s priors are equivalent, while they differ in the 
multivariate case.  

• Since the result is based on the KL divergence, which is transformation-invariant, reference priors are transformation-
invariants as well, just as the Jeffrey’s priors (and this justifies their equivalence, at least for the univariate case). 

• For more information, see, e.g., J. Bernardo, Reference Analysis, Handbook of Statistics, 25 (2005) 17
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https://www.uv.es/~bernardo/RefAna.pdf
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The principle of Maximum Entropy (MaxEnt)
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The principle of Maximum Entropy (MaxEnt) – the “Kangaroo problem” (Jaynes)

• Basic information: one third of all kangaroos has blue eyes, and one third is left-handed.

• Question: which fraction of kangaroos has both blue eyes and is left-handed?

• Constraints: the normalization condition must be fulfilled matrixwise + the constraints expressed by the basic 
information, row by row and column by column.

left ~left

blue 1/9 2/9

~blue 2/9 4/9

left ~left

blue 0 1/3

~blue 1/3 1/3

left ~left

blue 1/3 0

~blue 0 2/3

statistical independence                 maximum negative correlation            maximum positive correlation
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The principle of Maximum Entropy (MaxEnt) – the “Kangaroo problem” (Jaynes) (ctd.)

probabilities

entropy (proportional to Shannon’s entropy)

constraints

Underdetermined system 
of linear equations
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The principle of Maximum Entropy (MaxEnt) – the “Kangaroo problem” (Jaynes) (ctd.)

Maximization of constrained entropy 
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The principle of Maximum Entropy (MaxEnt) – the “Kangaroo problem” (Jaynes) (ctd.)

Solution of the nonlinear system of equations

this solution coincides with the least 
informative distribution given the constraints 
(statistically independent variables)
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The principle of Maximum Entropy (MaxEnt)

What do we learn about Statistical Mechanics using the MaxEnt method? 
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Example of MaxEnt in action: 
unconstrained problem in image restoration

J. Skilling, Nature 309 (1984) 748
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Car movement introduces linear correlations among pixels. The model of linear corrections does not allow direct inversion to find the 
corrected image because the number of variables is larger than the number of equations. The MaxEnt methods regularizes the problem and 
finds a reasonable solution.

J. Skilling, Nature 309 (1984) 748



Shannon's entropy (in nats)

entropy maximization when all information is missing, and normalization is the only 
constraint:

Edoardo Milotti - Bayesian Methods - Spring 2025 14

The principle of Maximum Entropy (MaxEnt) – Objective priors



entropy maximization when the mean µ is known

incomplete solution... 

We must satisfy two constraints now ... 

Edoardo Milotti - Bayesian Methods - Spring 2025 15



in general, this 
system does not have 
an analytical solution, 
only numerical 
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Example : the biased die

(E. T. Jaynes: Where do we stand on Maximum Entropy? In The Maximum Entropy Formalism; 
Levine, R. D. and Tribus, M., Eds.; MIT Press, Cambridge, MA, 1978)

mean value of throws for an unbiased die

mean value for a biased die

Problem: for a given mean value of the biased die, what is the probability distribution of 
each value? 
The mean value is insufficient information, and we use the maximum entropy method to 
find the most likely distribution (the least informative one).
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entropy maximization with the biased die:

we still have to satisfy the constraints ... 
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… we have to resort to numerical methods



with a biased die we obtain skewed distributions. 

These are examples of UNINFORMATIVE PRIORS

numerical solution
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Entropy maximization with additional conditions (partial knowledge of moments of the prior distribution)

function (functional) that must be maximized

equivalent to the minimization of

This means that here we minimize the KL divergence with respect to the reference pdf m(x) subject to the 
constraint(s).
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Entropy with continuous probability distributions
(we use the relative entropy, i.e., the Kullback-Leibler divergence instead of entropy)



variation
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p(x) is determined by the choice of m(x) and by the constraints, in this case the moments 
of the distribution.

The Lagrange multipliers are determined by the equations 
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1. no moment is known, normalization is the only constraint, and p(x) is defined on the 
interval (a,b)

we take a reference distribution which is uniform on (a,b), i.e., 
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2. first two moments are known, and p(x) is defined on (a,b), so that

from which we obtain

In general, this system can only be solved numerically
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special case:
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another special case:           (improper uniform distribution)
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exponential 
distribution



3. both mean and variance are known, and the interval is the whole real axis

starting from these expressions, show that in this case 

i.e., the entropic prior is a Gaussian pdf
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https://www.sciencedirect.com/science/article/pii/S2352711019302456
https://github.com/saadgroup/PyMaxEnt

https://github.com/saadgroup/PyMaxEnt
https://github.com/saadgroup/PyMaxEnt
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The generic purpose of a model selection statistic is to set up a tension between the predictiveness of a 

model (for instance indicated by the number of free parameters) and its ability to fit observational data. 

Oversimplistic models offering a poor fit should of course be thrown out, but so should more complex 

models that offer poor predictive power. 

There are two main types of model selection statistic that have been used in the literature so far. 

Information criteria look at the best-fitting parameter values and attach a penalty for the number of 

parameters; they are essentially a technical formulation of "chi-squared per degrees of freedom" 

arguments. By contrast, the Bayesian evidence applies the same type of likelihood analysis familiar from 

parameter estimation, but at the level of models rather than parameters. It depends on goodness of fit 

across the entire model parameter space.

(Liddle & al., 2006 – Astronomy & Geophysics, Volume 47, Issue 4, pp. 4.30-4.33)

A short overview of model selection methods
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Interlude: the Likelihood Ratio Method and Wilks' theorem – 1

• Taylor expansion close to the true value of the parameter(s)

• Integration  

• Extension to more than one parameter (with parameters split into two subsets)

where Fisher's information matrix is split into submatrices 
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Interlude: the Likelihood Ratio Method and Wilks' theorem – 1

• Then,                    and therefore

• When we maximize the likelihood with respect to the whole parameter vector, we find that the estimators for the 
subvectors are

and the corresponding maximum likelihood has a fixed value that depends only on data.
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Interlude: the Likelihood Ratio Method and Wilks' theorem – 1

•   When we maximize the likelihood with respect to the s parameters only, we find

• This means that the statistic  

(where the bias vanishes asymptotically) has a chi-square distribution with r degrees of freedom for large n (Wilks' 
theorem).
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