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Our next important topic: Bayesian estimates often require complex numerical integrals. 
How do we confront this problem? 

          enter the Monte Carlo methods!

1. acceptance-rejection sampling

2. importance sampling

3. statistical bootstrap

4. Bayesian methods in a sampling-resampling perspective

5. Introduction to Markov chains and to Random Walks (RW)

6. Detailed balance and Boltzmann's H-theorem

7. The Gibbs sampler

8. More on Gibbs sampling

9. Simulated annealing and the Traveling Salesman Problem (TSP)

10. The Metropolis algorithm

11. Image restoration and Markov Random Fields (MRF) 

12. The Metropolis-Hastings algorithm and Markov Chain Monte Carlo (MCMC)

13. The efficiency of MCMC methods

14. Affine-invariant MCMC algorithms (emcee)
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5. Very short introduction to Markov chains
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Example: 

in the Land of Oz they never have two nice days in a row, rather, after a sunny day it either rains or snows. 

If they have a nice day, they are just as likely to have snow as rain the next day. If they have snow or rain, they have 
an even chance of having the same the next day. If there is change from snow or rain, only half of the time is this a 
change to a nice day. When we denote the three states with the symbols N (Nice), R (Rain), or S (Snow), the 
transition probabilities are:

(representation as a 
directed graph)
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Matrix of transition probabilities (also called transition kernel)

This is a row stochastic matrix, where all rows are such that

There are also column stochastic matrices, and doubly stochastic matrices that are necessarily square: 
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Discrete-time discrete-space random walks are an example of Markov chains with infinite states. 
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Now let                               

be the probability that at time n the system is in state Si , then: 

When we define the vector                                   and the matrix                            we see that the equation becomes

n-step transition kernel
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For example, the transition kernels for the weather in the Land of Oz are

the transition kernels 
seem to converge to 
a fixed matrix ...

8



Edoardo Milotti - Bayesian Methods - Spring 2025

Notice that if the transition kernel converges to a fixed matrix where all rows are equal, then the distribution of 
states also converges to a fixed distribution which does not depend on the initial distribution: 

all rows equal
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Persistent and transient states ... 
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This graph represents the states and the transition probabilities of a finite Markov chain with 6 states. 

The arrows correspond to nonzero transition probabilities. If the chain starts with any one of states A, B, C or D, it can loop 
around these four states until a transition D to E occurs, then the system is locked in the E-F loop. 

States A, B, C, and D are transient, while states E and F are persistent (and periodic, with period 2). A Markov chain with 
just one class, such that all states communicate, is said to be irreducible. This Markov chain is not irreducible.

VERY INTERESTING MATH ON PERSISTENT STATES, HOWEVER WE DO NOT PURSUE IT FURTHER, WE DO NOT NEED IT NOW. 
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Limiting probabilities and stationary distributions

Here we prove that the convergence that we saw in the Land of Oz example is a general feature of Markov 
chains, under the assumption that the chain is irreducible, and that for some N we have 

Now let

be the min and max of the j-the column vector in the n-step transition matrix. 
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Recall the example: 

we shall show that, in each 
column, the min and the max 
become closer and closer as n 
grows and bracket a value that is 
the asymptotic matrix element 
(the same for all rows in a given 
column)
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Then we find

and

This means that, as n grows, the minimum and the maximum values in a column vector get closer and closer 
(the components of the column vector get closer and closer). But do they converge to the same value ???
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We must consider the difference

Then, shifting the difference by N, we find

Next we split the difference enclosed in braces into sums of negative and positive contributions
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Now consider the structure of the positive sum, it must contain at least one term where one subtracts the smallest element 
in the column, so that

Similarly, for the negative sum we find

and therefore

so that taking strides of N steps at a time, and recalling that 
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Since

the matrix elements in the j-th column converge to a single value      , i.e., 

and   
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6. Detailed balance and Boltzmann's H-theorem

From the definition of conditional probabilities we find 

therefore, when a Markov chain is time reversed we find

which shows that the reversed chain is time-dependent. 
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However, if states are distributed according to the invariant distribution, we have

which means that the backward transition probabilities are again time-independent, and in  particular they 
must coincide with the forward transition probabilities, i.e.,

a condition which is called detailed balance.

So, if stationary distribution then detailed balance ... however the reverse also holds

i.e., a distribution is stationary if and only if it satisfies the condition of detailed balance
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Physical aside: continuous-time Markov processes

The time-dependence of the reversed chain is a manifestation of the dissipative character of the chain. Another important 
related result is the validity of the H-theorem for Markov processes.

In the case of continuous-time processes we can write

Memoryless processes

Markov processes
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For Markov processes the following equation also holds

(master equation). 

When we assume that the transition probabilities are time-invariant, and we define the transition rates T

we find the differential form of the master equation 
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Using the previous notation for the probability distribution on states, we can rewrite the master equation 
as follows

Next, we assume that transition probabilities are "reversible"

so that 

and therefore, at equilibrium
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all states are 
equally likely at 
equilibrium
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Now consider the following sum

Using the master equation we find a differential equation for H

Exchanging indexes ... 
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Adding the two differential equations we find

Since  

we find 

The derivative vanishes at equilibrium, and we find that it is a stable point for H. Since H is essentially the negative of 
Gibbs' entropy, the theorem states that the entropy of a Markov chain increases up to a maximum which is reached at 
equilibrium.

Boltzmann's H-theorem
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7. The Gibbs sampler
(adapted from Casella and George, 
Explaining the Gibbs sampler Am.Stat. 46 (1992) 167 )
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Let's start with an example, and consider the following joint distribution: 

We see that

It is also easy to see that the properly normalized distribution is (verify this!)

                   using

                 marginal distribution
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How do we recover a marginal pdf when we cannot carry out explicit calculations??? 

We generate a "Gibbs sequence" of random variables

where the initial values are specified and the others are computed with the rule

(Gibbs sampling). 

We observe that for large enough k, the final X values have a fixed distribution 
that corresponds to the marginal pdf of the x variate.
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black = Gibbs sampling
white = theoretical expectation
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Should we expect this result? 

Consider the following expectation value 

therefore we can estimate f(x) with the sum

where the y's are generated according to their marginal distribution; finally the Gibbs sampling provides representative 
samples that correspond to the marginal distribution of the x's. (for a mathematically accurate proof, check the paper by 
Casella&George) 
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